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ABSTRACT

MODEL BASED MULTIPLE AUDIO SEQUENCE ALIGNMENT

It is increasingly more common that an occasion is recorded by multiple individuals with the proliferation of recording devices such as smart phones. When properly aligned, these recordings may provide several audio and visual perspectives to a scene which leads to several applications in restoring, remastering and remixing frameworks in various fields. In this study, we interpret the problem of aligning multiple unsynchronized audio sequences in a probabilistic framework. In this manner, we propose a novel, model based approach where we define a template generative model. We define 6 different generative models using this template covering basically all kinds of features (real valued, positive, binary and categorical). Proper scoring functions that evaluates the quality of an alignment are derived from each model where we are able to penalize non-overlapping alignments and alignment of a single sequence against a pre-aligned sequences. Having defined a cost or score function, a heuristic sequential search algorithm and a Gibbs sampler approach are proposed to find the optimum alignment of sequences on the surfaces defined by derived score functions. In addition we propose a multi resolution alignment algorithm where we combine Sequential Monte Carlo (SMC) samplers and proposed sequential search method. The models and appropriate features are exhaustively evaluated with artificial and real-life data sets. The simulation results suggest that the approach is able to handle difficult, ambiguous scenarios and partial matchings where simple baseline methods such as correlation fail.
ÖZET

MODEL BAZLI ÇOKLU SES DİZİSİ HİZALAMASI
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<td>Alignment performance criterion</td>
</tr>
<tr>
<td>$\tau$</td>
<td>The global time index</td>
</tr>
<tr>
<td>$\theta$</td>
<td>A random variable</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Hyperparameters</td>
</tr>
</tbody>
</table>
# LIST OF ACRONYMS/ABBREVIATIONS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-D</td>
<td>One Dimensional</td>
</tr>
<tr>
<td>2-D</td>
<td>Two Dimensional</td>
</tr>
<tr>
<td>ABS</td>
<td>Absolute Value</td>
</tr>
<tr>
<td>CQT</td>
<td>Constant Q Transform</td>
</tr>
<tr>
<td>dB</td>
<td>Decibell</td>
</tr>
<tr>
<td>DCT</td>
<td>Discrete Cosine Transform</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>ESS</td>
<td>Effective Sample Size</td>
</tr>
<tr>
<td>FN</td>
<td>False Negative</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
</tr>
<tr>
<td>LPCC</td>
<td>Linear Predictive Coding Coefficients</td>
</tr>
<tr>
<td>MAA</td>
<td>Multiple Audio Alignment</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>MCS</td>
<td>Multiple Camera Synchronization</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel-Frequency Cepstral Coefficients</td>
</tr>
<tr>
<td>MP</td>
<td>Matching Pursuit</td>
</tr>
<tr>
<td>ms</td>
<td>Mili Second</td>
</tr>
<tr>
<td>NO</td>
<td>Not Overlapping</td>
</tr>
<tr>
<td>O</td>
<td>Overlapping</td>
</tr>
<tr>
<td>SMC</td>
<td>Sequential Monte Carlo</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal To Noise Ratio</td>
</tr>
<tr>
<td>ST</td>
<td>Simulated Tempering</td>
</tr>
<tr>
<td>STFT</td>
<td>Short Time Fourier Transform</td>
</tr>
<tr>
<td>U.S.</td>
<td>United States</td>
</tr>
<tr>
<td>XOR</td>
<td>Exclusive OR</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

With the proliferation of recording devices, an increasing number of people regularly capture audio and video in special occasions like weddings, parties and holiday trips. As a result, a single event can be simultaneously recorded by multiple individuals (such as using mobile phones) creating multiple views, wide coverage and listening perspectives to a scene. This data is typically made accessible mostly through media sharing sites (such as youtube) however in unorganised form. This problem, which is referred to as Multiple Audio Alignment (MAA), is defined in this context as follows: There are $K$ audio clips with no information available on the offset settings of these sequences. Then the problem is to find these offsets of multiple audio clips relative to each other on the generic time line.

Our motivation in dealing with multiple audio alignment problem is that properly aligning unorganized recordings would lead to several use cases in source separation, restoration, remixing or remastering frameworks. Such a scenario might occur for example in a concert hall during a performance. Assume that some of the audience record their favourite parts of the concert with recording devices of varying quality. These audio clips, each of which are recorded from a different perspective, would also have different amplitude levels and noise. A possible application might be collecting these unsynchronized audio recordings on a website and try to produce a full recording of the performance by precisely aligning these sources on the generic time line.

*Multiple-Camera Synchronization* (MCS) or *Multiple-Video Synchronization* is one of the main application areas where multiple audio alignment is excessively used. MCS in professional setting is performed by a genlock signal or a clapper board providing a reference for all the cameras. However in a non-professional environment such reference mechanisms do not exist. In those cases, the unorganized video signals are synchronized using their corresponding audio parts utilizing the fact that audio and video are already synchronized with each other. Such an application can be found in [1] where the video clips that are taken by audience in the same concert are synchronised from their audio
to obtain a full-clip of one song. In [2], over 700 YouTube videos related to a U.S. presidential inauguration are used to restore the U.S. President’s speech. An application of automatic video remixing can be found in [3], where the system automatically creates remixes from videos recorded by mobile devices. There are also commercially available products for video synchronization such as AudioAlign, PluralEyes and DualEyes from SingularSoftware.

Applications of video synchronization can also be found in forensics field. Analysis on properly aligned multiple video recordings of civilians and surveillance cameras that are recorded during a criminal event, might provide extra leads for law enforcement. Such an application is mentioned in [4]. Another potential application is audio forensic enhancement where multiple recordings are time aligned to isolate the desired voice from background activity [5].

With a wide area of applications, alignment of multiple audio sequences is a very challenging task due to the following reasons:

- A clean, original source track against which individual sequences can be matched is absent but only noisy observations are available.
- The recording devices can have different characteristics and recordings can have dramatically different sound quality
- None of the sequences have to cover the entire timeline
- The audio sequences may or may not overlap

To illustrate a possible scenario in alignment framework, an example is given in Figure 1.1. In this example, there are five unaligned (unorganized) sequences that are labeled as $x_1(t), x_2(t), x_3(t), x_4(t)$ and $x_5(t)$. When the sequences are aligned on the global time line, the first three sequences ($x_1(t), x_2(t), x_3(t)$) overlap with each other and they form a cluster (Cluster 1). The last two sequences ($x_4(t), x_5(t)$) overlap with each other but not with other sequences so they form another cluster (Cluster 2).

---

1https://www.audioalign.com/
2In this thesis, we work in collaboration with Singular Software company. Available at, http://www.singularsoftware.com
Figure 1.1. Illustration of multiple audio alignment context with an example. Part A: The unorganised (unaligned) audio sequences $x_1(t)$, $x_2(t)$, $x_3(t)$, $x_4(t)$ and $x_5(t)$. Part B: The aligned sequences according to each other on the true time line i.e., $x_1(t), x_2(t), x_3(t)$ form cluster 1 and $x_4(t), x_5(t)$ form cluster 2.

Whilst interesting, we are not focusing on other audio alignment scenarios in this thesis such as aligning audio recordings of different interpretations (covers) of the same piece of music [6], [7], aligning musical recordings to symbolic representations [8], [9] and aligning midi files to audio recordings [10].

Audio alignment is closely related to audio matching or fingerprinting framework. In principle, similar algorithms are employed for both problems, however they differ in their goals. In fingerprinting, the aim is to match an unidentified, possibly noisy audio signal to a large clean audio database. It is widely used in music identification services such as Shazam [11] where the metadata of an audio signal (e.g. song title, artist name) is retrieved from a short segment of it. Fingerprinting is also used to
monitor radio broadcasts for copyright purposes [12–14]. There exists highly robust audio fingerprinting methodologies with high matching performance under very noisy conditions [11–24]. A review of audio fingerprinting methods can be found in [25].

This approach to multiple sequence alignment is reminiscent to genetics, where long DNA strands are assembled from shorter sequences, a process that is called shotgun sequencing [26]. Image stitching is another visual analogy in which multiple images of the same scene taken from slightly different perspectives are assembled into a full panoramic view [27].

The next section will focus on the extensive review of the existing literature related to audio alignment framework.

1.1. Related Work

In literature, audio alignment problem is tackled in a twofold manner: First the audio signals are represented with robust features against various types of noise and then search algorithms are employed over these representations to find the best offset setting of sequences usually utilizing similarity or cost functions.

1.1.1. Feature Representations for Alignment

A suitable representation of the audio for alignment needs to be easy to compute, require low memory and be robust against degradations. Transform domain representations are better suited for such requirements. Thus, the alignment is usually applied on time-frequency representations such as short-time Fourier Transform (STFT) rather than on raw audio data.

Audio fingerprints were originally proposed for audio matching purposes. However, due to their compact structure and robustness against noise, they are also widely used in multiple audio alignment. A comparison between matching the raw audio signals and matching audio fingerprints is presented in [28]. The audio fingerprints are
presumably used for synchronisation or alignment purposes rather than matching for the first time. Note that a fingerprint acts like a sketch or a feature sequence, thus we use the terms feature sequence and fingerprint as synonyms in this work.

One of the most cited audio representations is proposed by Wang [11]. In this method, the local frequency peaks are identified in the STFT of a given audio segment under the assumption that they are robust in the presence of noise. The "landmarks" that are constructed by the time and frequency differences between the current peak and a few peaks in an adjacent target zone are then used as fingerprints. In [1] and [29], the procedure in [11] is followed to represent the audio parts of video clips which are then used for synchronization of the video. In [2], matching pursuit (MP) algorithm is employed for feature extraction where the algorithm iteratively selects MP basis functions called atoms corresponding to the most energetic points in the signal. Then following [11], the landmarks are formed from the center frequencies and the time difference between atoms. Recently in [21], a new audio fingerprint named "MASK: Masked Audio Spectral Keypoints" is proposed which also uses the spectrogram peaks combined with a spectral masking procedure.

Another popular audio representation was presented by Haitsma in [15]. This method extracts the signs of energy differences between pairs of band energies both in time and frequency axes of the spectrogram to obtain 32-bit binary features which are called sub-fingerprints. Then 256 sub-fingerprint form a fingerprint. This methodology is used in [30] and [31] that is a follow up work of [28] for synchronization of multiple video clips.

Recently, computer vision techniques are applied on the 2-D time-frequency representations of 1-D audio signals in extraction of fingerprints by viewing 2-D representations as images. In [22], a learning process is introduced into feature selection by selecting representative filters which are actually Viola and Jones features for face detection [24]. A similar vision based approach named "waveprint" is presented in [23], where Haar wavelet coefficients are used for time-frequency representations.
Beside mentioned features, there are also mel-frequency cepstral coefficients (MFCC) [16], Linear predictive coding coefficients (LPCC) [32], positive spectral difference [6], [33], chroma-based features [19], [20] and constant Q transform (CQT) [17]. In this work, we use various types of features i.e., positive, real valued, binary, categorical. The features can be categorized and listed as follows:

- Positive feature sets
  (i) $F_1$: Energy in sub-bands
  (ii) $F_2$: Positive Spectral Difference [6], [33]
- Real valued feature sets
  (i) $F_3$: MFCC [16]
  (ii) $F_4$: First difference of the energy in subbands both through frequency and time
  (iii) $F_7$: First difference of the energy in subbands of the spectrum through time
- Binary feature sets
  (i) $F_5$: Thresholding the first difference of the energy in subbands both through frequency and time [15]
  (ii) $F_6$: The thresholded energy in sub-bands
- Categorical feature set
  (i) $F_8$: Quantized coefficient energy in each subband

1.1.2. Offset Search for Alignment

In the multiple audio alignment setup, the aim is to find the offset of each audio file (relative distances on the time line according to each other). There are several offset search methods that utilize well-known fingerprinting methods for the task.

In [28], the fingerprinting scheme in [15] is applied to find the offset in the following way: Fingerprint blocks (consist of 256 sub-fingerprint of length 11.6ms) are generated from two audio clips, then the Hamming distance is computed for all possible lags between sequences and the offset is chosen as the point where the minimum distance occurs. A pre-classification is applied on the fingerprint blocks for audio classes
(silence, music, speech, noise and crowd) to fasten the procedure by comparing only the fingerprints of the same classes. The method is further improved in [30] and [31] by constructing a Look Up Table or a Hash Table that relates audio clips and corresponding fingerprints. Each fingerprint acts as a dictionary entry and exact matches of sub-fingerprints of different sequences are searched assuming that there will be at least one exact sub-fingerprint match between two matching audio sequences which is debatable.

A fingerprinting approach similar to [30] have been proposed in [1]. In this method, the time-stamped fingerprints are treated as simple hash values. To find the offset, the number of matching hash values of two given audio clips is computed and if it exceeds a pre-defined threshold, then the audio clips are assumed to be matching. The offset between matched time-stamps is then used as the offset between audio clips. Cross-correlation is applied for a finer alignment. In [2], sparse landmarks are extracted from audio clips using Matching Pursuit and a hash table is constructed where the landmark - audio clip relations are held similar to [30] and [1]. The number of exactly matching landmarks are used to decide the offset in same way as [1].

A method with several improvements to [28] is proposed in [29] where generalized cross-correlation is used to find the offset between two audio sequences. The generalized cross-correlation is applied on the sparse landmarks that are extracted following [11] from each audio clip. One major contribution of this approach is that the matching sequences are merged together using an ad hoc method and next sequence is correlated with the merged matching sequences. By this way, the computational time is minimized on the search for offsets.

As mentioned fingerprinting methods (hashing strategies) are widely used for audio alignment purposes due to their robust and low memory requiring structure. However, there are several obstacles in dealing with multiple alignment using fingerprinting methods:

\[\text{An analysis on number of exact fingerprint matches between two matching sequences is given in Section 5.5.2}\]
• All the fingerprinting methods rely on finding exact fingerprint matches between matching audio clips. But due to the variability of sound quality and noise in each recording, an exact match in the fingerprints may not occur.
• A threshold has to be determined for the matching/non-matching decision on the number of exact hash matches which depends highly on the data.
• There is a fixed but rather small dictionary for hash values therefore many spurious matches are likely to occur.
• Most of the methods (except [29]) are designed to match fingerprints of two audio clips. By this way, in multiple audio alignment setup where there are $K$ audio clips, each pair of clips have to searched separately.

As a result, the methods employed for audio fingerprinting are only indirectly applicable to multiple audio alignment.

Recently, some multimodal (combination of audio and video based methods) synchronization methods have been proposed in [30], [34] and [35]. In these methods, some visual strategy i.e., flash lights in the video, is used to match signals then the alignment is obtained by applying simple similarity measures on the sequences such as correlation and Hamming distance.

In practice, the alignment problem can be tackled using any deterministic similarity based approach such as in [28], [29] and [32] which have proven to be robust under noisy conditions. However, there are limitations to the success of such methods. First of all, important threshold parameters need to be selected to choose overlapping and non-overlapping sequences; however such choices are very difficult to make optimally as they depend highly on data (similar to hashing strategies). Secondly, for multiple sequence alignment i.e., $K$ number of sequences, aligning each pair requires in the order of $O(K^2)$ computation which can be prohibitive even for small size fingerprints.

1.2. Contributions of This Dissertation

Major contributions of this thesis can be stated as follows:
• A novel probabilistic interpretation and a model based approach for the multiple audio sequence alignment problem is proposed. Unlike previous studies in the literature, a wide range of audio features are applicable because the type of audio feature is determined by the choice of the observation model.

• We define a template generative model which is quite generic and can be used with different choices of distributions. To this end, we define six generative models using the template, to cover basically all types of the features including real, positive, non-negative, binary and categorical feature sets.

• Proper scoring functions are derived from each model. In literature, simple similarity measures such as cross correlation and Hamming distance are widely used for alignment purposes. Our score functions have two main advantages over those methods:
  
  (i) Score functions are able to quantify automatically (without using an ad hoc threshold) a matching / non-matching (or overlap / no overlap) of sequences whereas cross-correlation and Hamming distance are not.

  (ii) Score functions facilitate the alignment of a single sequence against a group of pre-aligned sequences whereas correlation and Hamming distance can only be used to align two sequences.

• Instead of hashing and exact match strategies that are widely used in literature, we propose a sequential search algorithm. In hashing methods, alignment for all pairs in the data set have to computed and merged in an ad hoc way. However, we provide a method where we solve the problem without finding all pair alignments.

• A multi resolution alignment procedure is proposed on top of the sequential search algorithm where we utilise a coarse to fine structure. To our knowledge, standard search algorithms in literature work on single resolution level.

The outline of the rest of the thesis is as follows: In Chapter 2, we introduce the model based approach to the multiple alignment problem and describe a method to measure the quality of an alignment. We define six generative models to cover a wide range of feature types. The model is analyzed for pairwise alignments and the relationship between several models and similarity measures i.e., correlation and Hamming distance, are revealed in Chapter 3. We describe our proposed offset search
methods for multiple alignment in Chapter 4. In this chapter, we first provide a Gibbs sampling approach then describe the sequential search algorithm. The multi resolution alignment procedure using sequential Monte Carlo samplers is explained in the end of this chapter. In Chapter 5, we give an evaluation criterion, feature and hyper parameter choices and then the models are exhaustively evaluated using both artificial and real-life data sets. A comparison of baseline and proposed methods is also given in Chapter 5. We conclude the thesis and suggest future directions in Chapter 6. The derivations of score functions for each model is given in Appendix A.
2. PROPOSED MODEL

In this chapter, we introduce our probabilistic approach to the multiple audio sequence alignment problem: a ‘template’ generative model is defined and the associated graphical model is given. The central theme of the proposed model is as follows: 

*Given the correct alignment \( r \), observed feature sequences (fingerprints) \( x \) are noisy realizations from a common but unobserved parameter sequence \( \lambda \). Formally, we will define a probability model called the observation model denoted as \( p(x|r, \lambda, \theta) \) where \( \theta \) are the hyperparameters. We will choose a suitable prior over the unobserved parameter sequence denoted by \( p(\lambda) \). Using this model we can compute the quality of an alignment \( r \) by the posterior expression,*

\[
p(r|x, \theta) \propto p(x|r, \theta) = \int d\lambda p(x|\lambda, r, \theta)p(\lambda, \theta)
\]

(2.1)

where \( p(r|x, \theta) \) is the posterior and \( p(x|r, \theta) \) is the likelihood of alignments \( r \). We refer to the logarithm of the right hand side of the expression in Equation 2.1 as the scoring function \( \Phi(r; \theta) = \log p(x|r, \theta) \). Later, hyperparameters \( \theta \) are assumed to be fixed hence we have dropped the dependence on \( \theta \) and use \( \Phi(r) \) instead.

Below, we will describe the model that is illustrated by a toy example given in Figure 2.1 in more detail. In Figure 2.1, we show a hidden unobserved parameter sequence \( \lambda \) (Part C), and four feature sequences \( x_1, x_2, x_3 \) and \( x_4 \) (Part A and Part B). In part A, the sequences are shown in an unorganised or unaligned form, on the other hand in part B, the sequences are aligned according to each other on the global time line. Here, each square block in a sequence represents a coefficient of a sequence and the color of each square encodes its value (as in a heat map). We denote the hidden parameter vector with \( \lambda_{1:T} \). Here \( \tau = 1 \ldots T \) is a global time frame index. There are four clips observed in Figure 2.1 and the feature vector of the \( k \)'th clip is denoted as \( x_k \). The length of the feature vector of the \( k \)'th clip is denoted as \( N_k \). In this example, \( T = 19, N_1 = 5, N_2 = 7, N_3 = 6 \) and \( N_4 = 5 \). Here, \( n \) is a local time frame index for each sequence and the coefficient of the \( k \)'th clip at local time \( n \) is denoted by \( x_{k,n} \).
(depicted as a square). The alignment variable (starting point) for the $k$'th clip is denoted as $r_k$. For example, $x_2$ is aligned at global time $\tau = 5$ therefore $r_2 = 5$. In this toy scenario, none of the sequences cover the entire time line. The $x_1$, $x_2$ and $x_3$ clips overlap with each other at several points i.e., $x_{1,4}$, $x_{2,1}$ and $x_{3,3}$ coincide at global time $\tau = 6$. It can be observed that each of these coefficient values are close to each other since they are observations of a common source $\lambda_6$. In reality, the actual parameter sequence $\lambda$ is also unknown, hence we will integrate over this quantity.

Figure 2.1. Illustration of multiple audio alignment and the model with a toy example. Part A: The unorganised (unaligned) audio sequences; $x_1$, $x_2$, $x_3$ and $x_4$. Part B: The aligned sequences according to each other on the true time line $\tau$. Part C: Hidden original source sequence $\lambda$.

Making the model more precise, the template generative model is defined as follows:
\[ \lambda_{1:T} \sim p(\lambda_{1:T}) \]
\[ r_k \sim p(r_k) = \prod_{\tau=1}^{T-N_k+1} \pi_{k,\tau}^{[r_k=\tau]} \]
\[ x_{k,n} \sim p(x_{k,n}|r_k, \lambda_{1:T}) = \prod_{\tau=1}^{T} p(x_{k,n}|r_k, \lambda_{\tau})^{[n=\tau-r_k]} \]

where \([\cdot]\) is the indicator function which is equal to one if the expression inside is true. The probability of the \(k\)'th clip to start at time \(\tau\) is represented with \(\pi_{k,\tau}\). In general, we do not have any information on sequence alignments, so it would be fair to assume that each \(r_k\) is independent and uniformly distributed. Here \(p(\lambda_{\tau})\) is the prior distribution of a single parameter, \(p(r_k)\) is the prior distribution alignment of \(k\)'th sequence and \(p(x_{k,n}|r_k, \lambda_{\tau})\) is the observation model of the \(n\)'th feature of the \(k\)'th sequence. Here, the \([n = \tau - r_k]\) expression in the observation model indicates that if \(x_{k,n}\) is aligned to time \(\tau\), then it only depends on the hidden coefficient \(\lambda_{\tau}\), hence each observation coefficient is conditioned on a different hidden coefficient. Note that the hidden parameters \(\lambda_{1:T}\) are assumed to be a-priori independent so the prior distribution is decomposed as follows:

\[ p(\lambda_{1:T}) = \prod_{\tau=1}^{T} p(\lambda_{\tau}) \]

In audio, features for a single sequence are usually not 1-dimensional hence a single scalar \(\lambda_{\tau}\) is not enough for describing a single time slice. So we can denote the hidden parameter at the time instant \(\tau\) and for the frequency band \(f\) as \(\lambda_{\tau,f}\). Related graphical model is shown in Figure 2.2. Note that the round rectangles in Figure 2.2 are plates that replicates the nodes inside [36]. For the sake of simplicity, we denote \(r = r_{1:K}, x = x_{1:K,0:N_k-1}\) and the \(f\) index is omitted in the rest of the thesis document.

In the alignment problem, the aim is to estimate the most likely alignment of the clips that we denote as \(r_{1:K}^*\). This is the prime mode of the joint posterior probabil-
Figure 2.2. Graphical Model: $x_{k,n,f}$ is the observed coefficient of sequence $k$, $\lambda_{\tau,f}$ is hidden coefficient and $r_k$ is the alignment of sequence $k$, round rectangles are plates that replicates the nodes inside i.e., $\lambda_{1,1}, \lambda_{1,2}, \lambda_{2,1}$ or $x_{1,1,1}, x_{1,1,2}$ etc.

Assuming no prior information on alignments, likelihood $p(x|r)$, posterior $p(r|x)$ and joint distribution $p(x,r)$ are all proportional as shown in Equation 2.4.

$$p(x|r) \propto p(r|x) \propto p(x,r)$$

Hence, one can use the likelihood distribution $p(x|r)$ to estimate $r^*$ that can be derived by integrating the joint conditional distribution $p(x, \lambda_{1:T}|r)$ over latent variables $\lambda_{1:T}$ as follows:

$$p(x|r) = \int d\lambda_{1:T} p(x, \lambda_{1:T}|r)$$

The joint conditional distribution $p(x, \lambda_{1:T}|r)$ can be decomposed into

$$p(x, \lambda_{1:T}|r) = p(x|\lambda_{1:T}, r)p(\lambda_{1:T}|r)$$

Due to independence of hidden sequence $\lambda_{1:T}$ and the alignment variables $r$, the equation in Equation 2.6 can be further simplified into

$$p(x, \lambda_{1:T}|r) = p(x|\lambda_{1:T}, r)p(\lambda_{1:T})$$

$$= \prod_{k=1}^{K} \prod_{n=0}^{N_{k}-1} p(x_{k,n}|r_{k}, \lambda_{1:T}) \prod_{\tau=1}^{T} p(\lambda_{\tau})$$

(2.7)
Note that, such a decomposition of the joint distribution in Equation 2.5 is possible because $\lambda_\tau$ are independent from each other (see Equation 2.3) and $x_{k,n}$ are conditionally independent given $\lambda_{1:T}$ and $r_{1:K}$. Combining Equations 2.5 and 2.7, one can obtain the likelihood distribution as follows:

$$p(x|r) = \int d\lambda_{1:T} \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} p(x_{k,n}|r_k, \lambda_{1:T}) \prod_{\tau=1}^{T} p(\lambda_\tau) \quad (2.8)$$

One can achieve the optimum alignment $r_{1:K}^*$ by computing the following:

$$r_{1:K}^* = \arg \max_{r_{1:K}} \Phi(r_{1:K}) \quad (2.9)$$

Note that scoring functions $\Phi(r)$ are defined directly for arbitrary number of sequences including non-overlapping cases.\(^4\)

This formulation in Equation 2.9 can also be interpreted from a Bayesian model selection perspective [36]. We are comparing the scores for different alignments i.e., $\Phi(r)$, to find the 'best model' that describes the data where each configuration $r$ corresponds to a different model.

Note that this template model is quite flexible such that various feature representations can be modelled with the choice of an appropriate observation model and the score functions. To this end, we define six different generative models for positive, non-negative, real and binary features. The models follow the template generative model but with different choices of prior and observation models. These are listed in Table 2.1\(^5\) and each generative model is briefly discussed in Section 2.1.

It is important to mention that by choosing prior and likelihood distributions as conjugate pairs, i.e., Gamma-Inverse Gamma, Bernoulli-Bernoulli, analytical derivation of the scoring function $\Phi(r)$ is possible. The derivations of score functions for each

\(^4\) Scoring functions also provide comparable scores for the alignments when the sequences do not overlap with each other.

\(^5\) The exponential forms of prior and likelihood models for each generative model are given in Appendix A.
2.1. Generative Models

2.1.1. Gamma observation model \((M_1)\)

We use this model for positive and non-negative feature sets. In this work, we investigate two non-negative features: \((F_1)\) the energy in sub-bands in STFT, \((F_2)\) positive spectral difference \[33\]. We assume

\[
\lambda_\tau \sim IG(\lambda_\tau; \alpha_\lambda, \beta_\lambda) \\
x_{k,n} \sim \mathcal{G}(x_{k,n}; \alpha, \frac{\alpha}{\lambda_\tau})
\]

Here, hidden parameters \(\lambda_\tau\) are positive and inverse gamma distributed as a conjugate prior. Note that the conditional mean and the variance of the observation \(x_{k,n}\) are \(\lambda_\tau\) and \(\lambda_\tau^2/\alpha\) respectively. Here, \(\alpha\) is a precision parameter that controls and adjusts how much \(x_{k,n}\) deviates from the hidden parameter \(\lambda_\tau\), i.e., as \(\alpha\) increases, the observed sequences should be more similar to the hidden sequence hence there is less deviations or less noise. On the other hand, smaller \(\lambda_\tau\) also increases the precision. Then choosing parameter \(\beta_\lambda\) smaller which decreases the mean and the variance of the hidden sequence, increases precision. Choosing parameter \(\alpha_\lambda\) higher also decreases the variance of hidden sequence hence increases precision of the model.

| Models \((M)\) | \(p(\lambda_\tau)\) | \(p(x_{k,n}|r_k, \lambda_\tau)\) |
|----------------|-----------------|-----------------|
| Model 1 \((M_1)\) | \(IG(\lambda_\tau; \alpha_\lambda, \beta_\lambda)\) | \(\mathcal{G}(x_{k,n}; \alpha, \frac{\alpha}{\lambda_\tau})\) |
| Model 2 \((M_2)\) | \(IG(\lambda_\tau; \alpha_\lambda, \beta_\lambda)\) | \(\mathcal{N}(x_{k,n}; 0, \lambda_\tau)\) |
| Model 3 \((M_3)\) | \(\mathcal{N}(\lambda_\tau; 0, \beta_\lambda)\) | \(\mathcal{N}(x_{k,n}; \lambda_\tau, 1/\alpha)\) |
| Model 4 \((M_4)\) | \(\mathcal{B}(\lambda_\tau; \alpha_\lambda, \beta_\lambda)\) | \(\mathcal{BE}(x_{k,n}; \lambda_\tau)\) |
| Model 5 \((M_5)\) | \(\mathcal{BE}(\lambda_\tau; \alpha_\lambda)\) | \(\mathcal{P}(x_{k,n}; \lambda_\tau, \mathbf{w})\) |
| Model 6 \((M_6)\) | \(\text{Dir}(\lambda_{1:Q,\tau}; \alpha_{1:Q})\) | \(\mathcal{M}(x_{1:Q,k,n}; 1, \lambda_{1:Q,\tau})\) |
2.1.2. Gaussian variance observation model \((M_2)\)

We use this model for real valued feature sets. In this work, we investigate three real features: \((F_3)\) MFCC, \((F_6)\) the first difference through time in STFT and \((F_7)\) the first difference through time and frequency in STFT. We assume

\[
\begin{align*}
\lambda_\tau &\sim \mathcal{IG}(\lambda_\tau; \alpha_\lambda, \beta_\lambda) \\
x_{k,n} &\sim \mathcal{N}(x_{k,n}; 0, \lambda_\tau)
\end{align*}
\]

Here, the hidden parameters \(\lambda_\tau\) act as the variance of the observation model hence they are positive and represented with inverse gamma distribution. Here, there is no explicit precision parameter, \(\lambda_\tau\) that directly determines how much \(x_{k,n}\) deviates from zero. Therefore precision of the model can be adjusted only by tuning the parameters of the hidden sequence. To increase precision of the model, \(\beta_\lambda\) is chosen small which decreases the mean and the variance of the hidden sequence and increases precision. Choosing \(\alpha_\lambda\) higher also decreases the variance of hidden sequence hence increases precision of the model.

2.1.3. Gaussian mean observation model \((M_3)\)

We use this model again for real valued feature sets. As in the previous model, we investigate the feature sets \(F_3, F_4\) and \(F_6\). We assume

\[
\begin{align*}
\lambda_\tau &\sim \mathcal{N}(\lambda_\tau; 0, \beta_\lambda) \\
x_{k,n} &\sim \mathcal{N}(x_{k,n}; \lambda_\tau, 1/\alpha)
\end{align*}
\]

Here, the hidden parameters \(\lambda_\tau\) are real valued and Gaussian distributed. The mean and the variance of the observation \(x_{k,n}\) are \(\lambda_\tau\) and \(1/\alpha\), respectively. As in \(M_1\), \(\alpha\) is a precision parameter that adjusts the deviation of \(x_{k,n}\) from \(\lambda_\tau\), i.e., as \(\alpha\) increases, the observed sequences should be more similar to the hidden sequence hence the deviation or noise is less. Note that the observed data \(x_{k,n}\) has a mean value of \(\lambda_\tau\), therefore the
variance parameter $\beta_\lambda$ should be chosen accordingly so that the range of $\lambda_\tau$ fits the observed data.

2.1.4. Bernoulli observation model ($M_4$)

We use this model for binary feature sets. In this work, we investigate two binary features: ($F_5$) thresholding the first difference through time and frequency in STFT [15] and ($F_7$) thresholding the energy in sub-bands in STFT. We assume

$$\lambda_\tau \sim \mathcal{B}(\lambda_\tau; \alpha_\lambda, \beta_\lambda)$$

$$x_{k,n} \sim \mathcal{B}\mathcal{E}(x_{k,n}; \lambda_\tau)$$

Here, the hidden parameters are positive and represented with a beta distribution. The mean and variance of the observation $x_{k,n}$ are $\lambda_\tau$ and $\lambda_\tau(1 - \lambda_\tau)$ respectively. As $\lambda_\tau$ becomes closer to 1 or 0, the variance of observation also decreases hence the observed sequences should be more similar to hidden sequence and noise should be less. Setting of the hidden sequence parameters $\alpha_\lambda$ and $\beta_\lambda$ depends on the choice of feature set of the observations. For example, thresholding the energy in the sub-bands ($F_7$) usually produces a sparse data (more 0’s then 1’s). In this case $\alpha_\lambda$ should be much higher than $\beta_\lambda$ ($\alpha_\lambda >> \beta_\lambda$). However for $F_5$, the number of 1’s and 0’s are almost equal. The precision of the model indirectly increases for small and equal values parameters.

2.1.5. Conditional Bernoulli observation model ($M_5$)

We use this model for binary feature sets. As in $M_4$, we investigate the features $F_5$ and $F_7$. We assume

$$\lambda_\tau \sim \mathcal{B}\mathcal{E}(\lambda_\tau; \alpha_\lambda)$$

$$x_{k,n} \sim \mathcal{P}(x_{k,n}; \lambda_\tau, \mathbf{w})$$
Here, the hidden parameters are binary and represented with a Bernoulli distribution. The observations are represented with a conditional Bernoulli distribution that is defined as

\[
P(x_{k,n}; \lambda, w) = \exp \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,n} = i][\lambda = j] \log(w_{i,j}) \right)
\]

where \( w \) represents the parameter set \( \{w_{0,0}, w_{0,1}, w_{1,0}, w_{1,1}\} \). In this notation, \( w_{i,j} \) is defined as the probability that \( \lambda = j \) and \( x_{k,n} = i \). We call it a ‘conditional’ Bernoulli distribution because for different values of hidden parameter \( \lambda \), it becomes a Bernoulli distribution with different parameter, such as;

\[
P(x_{k,n}; \lambda, w) = \begin{cases} 
\mathbb{B}(x_{k,n}; w_{1,0}), & \lambda = 0 \\
\mathbb{B}(x_{k,n}; w_{1,1}), & \lambda = 1
\end{cases}
\]

We further assume that \( w_{0,0} = w_{1,1} = w \) and \( w_{1,0} = w_{0,1} = 1 - w \). Note that \( w \) determines the amount of similarity between the observed data and the hidden parameter. Hence as \( w \) becomes closer to 1, the observed sequences should be more similar to hidden sequence. For \( F_5 \) feature, we assume \( p(\lambda = 1) = p(\lambda = 0) \) so the hyperparameter of the hidden parameter is chosen as \( \alpha_\lambda = 0.5 \). On the other hand, for \( F_7 \) feature where \( p(\lambda = 0) > p(\lambda = 1) \), \( \alpha_\lambda \) should be chosen closer to zero.

2.1.6. Multinomial observation model (M6)

This model is an extended version of the model 4 where there are more than just two distinct levels hence it is useful when the features are categorical. Accordingly, we investigate the categorical feature: (\( F_8 \)) quantized spectral energy coefficients with \( Q \) levels. We assume

\[
\lambda_{1:Q,\tau} \sim \text{Dir}(\lambda_{1:Q,\tau}; \alpha_{1:Q})
\]

\[
x_{1:Q,k,n} \sim \mathcal{M}(x_{1:Q,k,n}; \lambda_{1:Q,\tau})
\]
Note that the multinomial distribution has the number of trial parameter as 1. Then the \( x_{1:Q,n,k} \) is a vector for which only one element of the vector is active and the rest of the elements are equal to zero. As an example, if there are \( Q = 3 \) levels and the second level is selected, the vector is, \( x_{1:Q,n,k} = \{0, 1, 0\} \). The parameters of hidden sequence \( \alpha_{1:Q} \) should be chosen in accordance with the observed data.

More detail on the feature extraction and selected features is given in Section 5.2. Note that we denote each scoring function with the associated model number as a subindex. As an example, for the gamma observation model \((M_1)\), we denote the derived scoring function as \( \Phi_{M_1}(r) \).
3. PAIRWISE AUDIO SEQUENCE ALIGNMENT

In this chapter, we focus on pairwise alignment. We compare a subset of the derived scoring functions with deterministic similarity measures specifically correlation and Hamming distance to gain intuition about the score functions specifically $\Phi_{M_4}(r)$, $\Phi_{M_5}(r)$ and an alternative interpretation of $M_5$ for which the score function is denoted as $\Phi_{M_{5,1}}(r)$. We also discuss the effect of hyperparameters on the score function behaviours.

A straightforward method to align two sequences is to compute the cross correlation of sequences for all relative shifts, and the best alignment is chosen as the shift where the correlation is maximum. In general, any similarity measure $S_{x_i, x_j}$ that quantifies the similarity between two sequences $x_i$ and $x_j$, can be applied in the same way. Note that in pairwise cases, computing a similarity function $S_{x_i, x_j}$ for all relative shifts is equivalent to freezing the first sequence i.e., fixing $r_1$, and computing $S_{x_i, x_j}$ over all possible alignments of second sequence ($r_2$). Hence for pairwise cases it becomes a 1-dimensional search i.e., $S_{x_i, x_j}(r_1:2) = S_{x_i, x_j}(r)$ since it is only a function of $r_2$ (For simplicity, we use $r$ instead of $r_2$).

If the sequences are the recordings of the same auditory scene and they are overlapping on a common time line, the similarity measure would likely result in a distinctive score (maximum value) at the true alignment (shift) $r$ so the optimum alignment $r^*$ is computed as,

$$r^* = \arg \max_r S_{x_i, x_j}(r)$$

(3.1)

where $S_{x_i, x_j}(r)$ represents any similarity measure between $x_i$ and $x_j$. 

Although some of the similarity measures have a high alignment performance\(^6\), there are two major drawbacks with these methods in the alignment context:

- They can be used to align pairs of sequences, even if there are more than two sequences, the total alignment of sequences can be achieved by only applying these measures for all possible combinations of two sequences.
- It is not clear how to apply such similarity measures when the sequences are not overlapping. Note that these measures can not quantify the similarity of sequences if they are not overlapping on the time line.

By overlap, we mean that some parts of sequences are actually aligned at the same global time index as shown for \(x_1, x_2\) and \(x_3\) in Figure 2.1. For deciding overlap and non-overlap, arbitrary threshold parameters need to be selected. However such choices are very difficult to make optimally as they depend highly on data.

Our derived scoring functions \(\Phi(r)\) can also be interpreted as similarity measures. However in contrast to simple similarity measures, \(\Phi(r)\) functions give sensible and comparable scores for all relative shifts including the non-overlap cases. Again applying the same strategy, scores for all possible shifts are computed and the shift with the highest score is decided as the optimum alignment. A toy example is shown in Figure 3.1 where pairwise alignment procedure is revealed. There are two sequences \(x_1\) and \(x_2\) with lengths \(N_1 = 4\) and \(N_2 = 3\), respectively. One sequence is freezeed at time \(\tau = N_2 + 1 = 4\) \((r_1 = 4)\), and the score function is \(\Phi(r)\) is computed for all possible shifts for second sequence \(r\). Note that non-overlapping alignment score is computed for \(r = 1\). It is also important to mention that in the pairwise case, for any relative shift that leads to a non-overlapping case between sequences, \(\Phi(r)\) function results in the same score. Hence for the pairwise case, computing \(\Phi(r)\) for just one shift where the sequences do not overlap would be enough to handle non-overlapping cases.

\(^6\)Specifically cross correlation and Hamming Distance measures are tested against pairwise data sets with various types and amounts of noise in Section 5.4
As we mentioned, $\Phi(r)$ functions behave like similarity measures thus we compare a subset of them with simple similarity measures in particular cross correlation and Hamming distance analytically in Section 3.1 and Section 3.2, respectively. Then we compare the alignment performances of these methods under different alignment scenarios in Section 3.3.
3.1. Relation between cross correlation and Gaussian mean observation model \((M_3)\)

In this section, we investigate the relationship between one of the most common similarity measures namely cross correlation and the score function \(\Phi_{M_3}(r)\) that is derived from Gaussian mean observation model \(M_3\). Cross correlation is a well-known similarity measure that is used in various different fields such as statistics, economics and audio signal processing. The popularity of this method is due to two reasons;

- It is easy to compute (Fast Fourier Transform (FFT) methods)
- It can be applied on transform domains as well as time domain (generalized cross-correlation) [29]

The cross correlation of two sequences is obtained as,

\[
R_{x_1,x_2}(r) = \sum_{\tau=-\infty}^{\infty} x_1(\tau)x_2(r + \tau) \quad (3.2)
\]

The relationship between \(\Phi_{M_3}(r)\) and cross correlation measures can be obtained by analyzing the structure of \(\Phi_{M_3}(r)\) formulation\(^7\). For pairwise cases, \(\Phi_{M_3}(r)\) simplifies into,

\[
\Phi_{M_3}(r) = A(x, \beta_{\lambda}, \alpha, r) + \frac{1}{\beta_{\lambda}(\beta_{\lambda}\alpha + 2)} \sum_{\tau=1}^{T} x_{1,\tau-N_2+1}x_{2,\tau-r} \quad (3.3)
\]

\(\Phi_{M_3}(r)\) is decomposed into two parts in Equation 3.3 where the second term actually computes the correlation between two sequences for an alignment \(r\). Note that the effect of second term (correlation term) in the equation is tuned with the choice of hyperparameters \(\beta_{\lambda}\) and \(\alpha\). We denote the rest of the formula with \(A(x, \beta_{\lambda}, \alpha, r)\).

\(^7\)The derivation of \(\Phi_{M_3}(r)\) is given in Appendix A.3 for general and pairwise cases.
To further analyze $\Phi_{M3}(r)$, $A(x, \beta, \alpha, r)$ part is decomposed into subparts as,

$$A(x, \beta, \alpha, r) = A_0(x, \beta, \alpha) + A_1(x, \beta, \alpha, r) + A_2(x, \beta, \alpha, r)$$  \hspace{1cm} (3.4)

where

$$A_0(x, \beta, \alpha) = -\frac{TF}{2} \log(2\pi \beta) - TF(N_1 + N_2) \frac{1}{2} \log\left(\frac{2\pi}{\alpha}\right)$$

$$A_1(x, \beta, \alpha, r) = \alpha \left(\sum_{\tau=1}^{T} \left(\frac{1}{\alpha \beta} + (1 + \sum_{n=0}^{T-N_2+1}[n = \tau - r]) - 1\right) \sum_{f=1}^{F} x_{1,\tau-N_2-1,f}^2\right)$$

$$A_2(x, \beta, \alpha, r) = \alpha \left(\sum_{\tau=1}^{T} \left(\frac{1}{\alpha \beta} + (1 + \sum_{n=0}^{T-N_1+1}[n = \tau - N_2 - 1]) - 1\right) \sum_{f=1}^{F} x_{2,\tau-r,f}^2\right)$$

In Equation 3.4, the $A_1(x, \beta, \alpha, r)$ and $A_2(x, \beta, \alpha, r)$ parts have a similar structure. In $A_1(x, \beta, \alpha)$, the square of each feature coefficient $x_{1,n,f}$ is scaled with a coefficient and summed. The scaling coefficients always take negative values and if a coefficient is overlapping with a coefficient of second sequence $x_2$, then the absolute value of the scaling becomes larger thus resulting sum becomes smaller. A similar effect is observed in $A_2(x, \beta, \alpha, r)$. Thus, we conclude that for the alignments that result in high overlap between sequences, $A_1(x, \beta, \alpha, r)$ and $A_2(x, \beta, \alpha, r)$ would have lower scores and for alignments that result in less overlap between sequences, $A_1(x, \beta, \alpha, r)$ and $A_2(x, \beta, \alpha, r)$ would have higher scores. The correlation term would have a distinctive score at the true alignment (if the sequences are actually overlapping at the true alignment). Note that the $A_0(x, \beta, \alpha)$ does not depend on the alignment $r$, hence it is constant for all alignments.

A simple alignment example is shown in Figure 3.2 where the effect of each part $A_1(x, \beta, \alpha, r)$ and $A_2(x, \beta, \alpha, r)$ are analyzed as well as the correlation term. In this example, there are two sequences that overlap with each other on the timeline. The feature $F_3$ is used in the feature extraction and $\Phi_{M3}(r)$ for all possible alignments $r$ are computed. $A_1(x, \beta, \alpha, r)$ and $A_2(x, \beta, \alpha, r)$ are also computed for all $r$ and shown in the Figure 3.2 as separate plots. It can be observed that the parts $A_1$ and $A_2$ have higher scores for less overlapping shifts and lower scores for more overlapping shifts. The correlation term has a distinctive peak at the true alignment (shift) of sequences.
Then the $\Phi_{M_3}(r)$ function is computed by summing all these parts.

If the sequences are overlapping at the true alignment, the effect of score in correlation term has to overcome the decreasing effect of $A_1(x, \beta_\lambda, \alpha, r)$ and $A_2(x, \beta_\lambda, \alpha, r)$ to be able to have a global peak in $\Phi_{M_3}(r)$ at the true alignment. On the other hand, if the sequences are not overlapping, then the correlation would not have a distinctive score. In this case, the combined effect of $A_1(x, \beta_\lambda, \alpha, r)$ and $A_2(x, \beta_\lambda, \alpha, r)$ has to overcome the effect of correlation so that the global peak occurs at the sides of $\Phi_{M_3}(r)$.

Figure 3.2. Subparts of $\Phi_{M_3}(r)$ for two overlapping sequences, from top to bottom $A_1(x, \beta_\lambda, \alpha, r)$, $A_2(x, \beta_\lambda, \alpha, r)$, correlation term and resulting $\Phi_{M_3}(r)$. 
3.2. Relation between Hamming distance and Conditional Bernoulli observation model ($M_5$)

A similar analogy exists between Hamming distance and conditional Bernoulli observation model ($M_5$). Hamming distance between two sequences of equal length is defined as the number of positions at which the corresponding symbols are different or the minimum number of errors that could have transformed one string into the other [37]. When the feature sequences are binary, the normalized Hamming distance can be used to quantify the similarity between the overlapping parts of the sequences i.e., a bitwise comparison in the overlapping parts of the signals can be used as a similarity measure.

In Table 3.1, an example of such a situation is shown. If two coefficients of sources $x_1$ and $x_2$ i.e., $x_{1,1,1}$ and $x_{2,0,1}$ that are aligned to the time $\tau = 1$, are equal to each other then they are counted as 1, otherwise they are not counted (Hamming distance). The ratio of this count to the total number of overlapping bits (normalized Hamming distance) acts as a similarity measure since at the exact alignment, this ratio should be highest. In this scenario, there are 6 overlapping bits and 4 of them are equal to each other therefore the ratio is computed as $2/3$. Note that the ratio of overlapping and equal number of bits to the total number of aligned number of bits is a more suitable measure in this case because otherwise it will not give comparable distance results for different alignments.

Since we are using a ratio as a measure, as the overlap between sequences increases, the score becomes more accurate. For the alignments where the overlap is very small, the ratio could be high by chance, therefore the similarity scores for the alignments where the overlap is lower, are not so reliable. An example of the similarity score that is computed between two overlapping sequences for all possible alignments is shown in Figure 3.3. It can be observed that there is a significant peak at the true alignment point with a ratio of around 0.7.

To investigate the relation between Hamming distance and the $\Phi_{M_5}(r)$ function
Table 3.1. Similarity of two binary sequences $x_{1,0:3,1:2}$ and $x_{2,0:3,1:2}$ aligned at $r_1 = 2$ and $r_2 = 3$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>$6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1 = 2$</td>
<td>$x_{1,0,1} = 1$</td>
<td>$x_{1,1,1} = 1$</td>
<td>$x_{1,2,1} = 0$</td>
<td>$x_{1,2,1} = 1$</td>
<td>$x_{1,2,2} = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_{1,0,2} = 0$</td>
<td>$x_{1,1,2} = 1$</td>
<td>$x_{1,2,2} = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_2 = 3$</td>
<td>$x_{2,0,1} = 1$</td>
<td>$x_{2,1,1} = 0$</td>
<td>$x_{2,2,1} = 1$</td>
<td>$x_{2,3,1} = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_{2,0,2} = 1$</td>
<td>$x_{2,1,2} = 0$</td>
<td>$x_{2,2,2} = 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.3. Normalized Hamming distance for all relative shifts $r_2$ between two overlapping sequences.

that is derived from conditional Bernoulli observation model, one needs to analyze the structure of the $\Phi_{M_e}(r)$ formulation. For pairwise cases, $\Phi_{M_e}(r)$ simplifies into,

---

8The derivation of $\Phi_{M_e}(r)$ is given in Appendix A.5 for general and pairwise cases.
\[
\Phi_{M_5}(r) = \sum_{\tau=1}^{T} \log \left( 0.5(1 - w)^{([x_1,\tau - r_1 = 0] + [x_2,\tau - r_2 = 0])} w^{([x_1,\tau - r_1 = 1] + [x_2,\tau - r_2 = 1])} 
+ 0.5(1 - w)^{([x_1,\tau - r_1 = 1] + [x_2,\tau - r_2 = 1])} w^{([x_1,\tau - r_1 = 0] + [x_2,\tau - r_2 = 0])} \right)
\] (3.5)

Figure 3.4. The contribution of aligned equal bits and aligned different bits versus \(w\) parameter on computation of \(\Phi_{M_5}(r)\) score function.

Since the model is defined for binary sequences, two aligned coefficients of sequences are either equal to each other or not (both 0’s or 1’s). When two aligned coefficients are equal to each other, the contribution to the sum in Equation 3.5 is \(\log(0.5(1 - w)^2 + 0.5w^2)\), whereas when two aligned coefficients are not equal, the contribution to the sum is \(\log(w(1 - w))\). In Figure 3.4, the contribution of aligned equal bits and aligned different bits to the \(\Phi_{M_5}(r)\) computation are shown for the varying \(w\) parameter in the range \(0.5 \leq w \leq 1\). It can be observed that \(\Phi_{M_5}(r)\) would be higher when more bits are equal in a relative shift. This is equivalent to counting the number of equal and different bits in the overlapping region hence the relation to the Hamming distance.

Like cross correlation, Hamming distance can not be used to quantify the similarity between non-overlapping shifts between sequences. Hence \(\Phi_{M_5}(r)\) is a superior similarity measure to normalized Hamming distance measure in the alignment context because it benefits from the strength of the Hamming distance while overcoming its drawback.
3.3. Comparison between correlation and Hamming distance alignment performances with $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ scoring function performances under different scenarios

To compare the performances of cross-correlation, $R(r)$, and normalized Hamming distance with the associated scoring functions $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ under different conditions, we compute $R(r)$ and $\Phi_{M_3}(r)$ with feature $F_4$, $H(r)$ and $\Phi_{M_5}(r)$ with feature $F_5$ for all relative shifts in three different cases (all pairwise) and the results are plotted in Figure 3.5. Here we define $H(r)$ as '1-normalized Hamming distance' and we compute $H(r)$ instead of Hamming distance, in order to have a maximum rather than a minimum at the offset value for illustration purposes. Denoting the lengths of sequences as $N_1$ and $N_2$, there are $N_1 + N_2$ relative shifts to be computed. In the examples in Figure 3.5, we freeze $r_1 = 0$ and compute $\Phi(r)$ in the range $r = -N_2 : N_1$ where the first relative shift ($r = -N_2$) represents the shift where the sequences do not overlap.

In the extraction of features $F_4$ and $F_5$, the STFT hop size is chosen as 20 ms hence each relative shift represents 20 ms. Note that the x-axis is the time in seconds in each plot in Figure 3.5 that is computed by multiplying each shift with 20 ms.

Case 1 (Overlapping): The sequences are overlapping on a common time line. The length of sequences are around 1 minute each and they have an offset of 4.32 seconds. The recordings consist of speech with a high signal to noise ratio (SNR) against the environmental noise (higher than 10dB). The resulting $R(r), H(r), \Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ are plotted in Figure 3.5(a), 3.5(d), 3.5(g) and 3.5(j) respectively (the left column in Figure 3.5). It can be observed that both similarity measures and scoring functions have distinctive peaks at the offset value.

Case 2 (Non-overlapping): The same procedure is applied for two non-overlapping sequences that are the recordings of a television show with high SNR. The sequences are of length 1 minute each. The resulting $R(r), H(r), \Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ are plotted in Figure 3.5(b), 3.5(e), 3.5(h) and 3.5(k) respectively (the middle column in Figure
3.5). Note that the first value in both $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ represents the case (shift) where the sequences do not overlap which solves overlap/non-overlap issue. On the other hand, $R(r)$ and $H(r)$ are defined as zero for non-overlapping shifts hence are not able to quantify non-overlapping cases.

**Case 3 (Noisy):** We compare these functions in a difficult scenario. By 'difficult' we mean that the sequences are highly contaminated with noise (wind noise in this case). The first sequence is of length 5.5 minutes (335 seconds) and the second sequence is of length 56 seconds, and they have an offset of 230.32 seconds. The results are plotted for $R(r)$, $H(r)$, $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ in Figure 3.5(c), 3.5(f), 3.5(i) and 3.5(l) respectively (the right column in Figure 3.5). It is observed that both $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ have distinctive peaks at the true offset. On the other hand, although $R(r)$ and $H(r)$ have peaks at the true offset, the spurious peaks at the sides of $R(r)$ and $H(r)$ are higher than the true peaks for both functions.

As a result of these cases, we observe that $\Phi(r)$ functions have distinctive peaks at the true offset of sequences that match with each other. Even under very noisy conditions where simple similarity measures fail, $\Phi(r)$ functions are able to identify the true alignment. We also observe that there are spurious peaks at the sides of $R(r)$ and $H(r)$ in Figure 3.5(a)-3.5(f). This is due to unreliability of such distance measures for alignment when the data is not sufficient (short duration of overlaps).

Note that the score functions $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ have v-shape structures. This is due to the nature of Bayesian model selection. These functions score how well the data is predicted by the model. For a specific alignment $r$ where there is no matching or a partial small overlap between sequences, the model predicts the data better because most of the latent variables ($\lambda_\tau$) generate a single coefficient hence the likelihood will be higher. In the opposite case when the overlap between sequences increases, the prediction of data becomes worse because most of the latent variables generate more than a single coefficient which leads to decreasing the the likelihood. On the true lag between sequences (if they are overlapping), the prediction is so good that a peak occurs. In other words, the model tries not to match these two sequences so the score for
Figure 3.5. Pairwise alignments using $R(r)$, $H(r)$, $\Phi_{M_3}(r)$ and $\Phi_{M_5}(r)$ for three different scenarios. The left column (a,d,g,j): Two overlapping sequences (high SNR), the middle column (b,e,h,k): Two non-overlapping sequences (high SNR), the right column (c,f,i,l): Two overlapping sequences (Low SNR).

not overlapping or small overlapping parts (left and rightmost regions) is higher hence the ‘v’-shape. This structure of score functions $\Phi(r)$ is actually the main contribution of modelling approach. We do not need to specify some ad hoc threshold value as in the correlation, the model automatically tests if the sequences are not overlapping
or determines the true lag if they are overlapping. For pairwise alignment, it may be still feasible to determine a good threshold by trial and error for similarity measures. However in multi sequence alignment, it is increasingly harder to search and determine such thresholds.

### 3.4. Hyperparameter Choices

The correct choice of the hyperparameters $\theta$ has a big impact on the alignment performance. This is due to the fact that the level of similarity between the observed sequences, is directly controlled with the precision parameter of the observation model. If we assume that the noise contamination or distortion is high for two overlapping sequences (low SNR cases i.e. smaller than -3dB), then it is likely that the sequences are not too similar at the overlapping parts. Then the precision of the observation model should be low enough (or variance of the model should be high enough) to let variability between aligned coefficients of sequences. On the other hand, when the aligned sequences are similar to each other (high SNR cases i.e. larger than 10dB), the precision of the observation model should be high enough (smaller variance) to let less variability between aligned coefficients of sequences thus the hyperparameters are chosen accordingly.

To illustrate this issue, an example is given for $M_5$ model where the only hyperparameter is $w$ which is proportional to the precision of the model$^9$ in Figure 3.6. In this example, there are two overlapping sequences and $\Phi_{M_5}(r, w)$ is computed and plotted where the $w$ parameter is changed linearly from 0.5 and 0.8. Note that in Section 2, we explain that by fixing the hyperparameters, we are able to drop the dependence on the hyperparameters i.e., $\Phi_{M_5}(r, w) = \Phi_{M_5}(r)$. It can be observed that there is a distinctive peak in $\Phi_{M_5}(r, w)$ function for each $w$ value. However, for high $w$ values (high precision), this peak stays below the non-overlapping alignment score. On the other hand, for small $w$ values (low precision), that distinctive peak becomes the global peak of the function. This example illustrates the importance of hyperparameter choice on

\[^9\text{Actually there is another hyperparameter } \alpha_\lambda \text{ in } M_5, \text{ however, it is assumed } \alpha_\lambda = 0.5 \text{ in this example.}\]
the performance of the alignment, because when the precision is too high i.e., \( w > 0.8 \), it is not possible to find the true alignment of the sequences. Same is true when the precision is too low i.e., \( 0.5 < w < 0.55 \) for the sequences that do not overlap in the timeline. When the precision is too low, any spurious peak would be decided as the optimum alignment.

Note that as the precision of the observation model decreases, some spurious peaks occur at the sides of corresponding \( \Phi(r) \) function. Thus, the choice of hyperparameters effect the reliability of \( \Phi(r) \) functions at the sides or small overlap cases. In Figure 3.7, an example of such a case is shown for \( \Phi_{M_5}(r) \) for two non-overlapping sequences. \( \Phi_{M_5}(r) \) is computed with both \( w = 0.75 \) and \( w = 0.6 \) and plotted in Figure 3.7(a) and 3.7(b), respectively. In addition, a zoomed version of \( \Phi_{M_5}(r) \) with \( w = 0.6 \) is also plotted in Figure 3.7(c). The precision of \( M_5 \) model is proportional with \( w \), thus for smaller \( w \) in Figure 3.7(c) we observe spurious peaks at the sides.
Figure 3.7. $\Phi_{M_5}(r)$ results for two non-overlapping sequences computed for two different $w$ parameters (a) $\Phi_{M_5}(r)$, $w = 0.75$ (b) $\Phi_{M_5}(r)$, $w = 0.6$ (c) Zoomed version of $\Phi_{M_5}(r)$, $w = 0.6$.

For this reason, we define a 'reliable' alignment as the case when the aligned sequences has an overlap region longer than some threshold $\epsilon$ i.e., $> 1$ seconds, otherwise the alignment is assumed to be unreliable (small or no overlap). Note that the unreliable region becomes wider for larger variance (smaller precision).

A more detailed analysis on hyperparameter choices and estimation is given in Section 5.3.
3.5. Conditional Bernoulli Observation Model (M₅) - Alternative Approach for Pairwise Alignment

In this section, we discuss an alternative interpretation of conditional Bernoulli observation model (M₅) which is suitable only for pairwise alignment problems i.e., two observed sequences with lengths \( N_1 \) and \( N_2 \). In our traditional strategy for alignment, we assume that these two sequences are noisy observations of another hidden (unobserved) sequence \( \lambda \), fix the alignment of first sequence \( r_1 = N_2 + 1 \) and search the optimum alignment of second sequence \( r^* \) over all possible lags between sequences including the alignment for non-overlap. However in this approach, we assume that one of the observations is actually the part of the hidden sequence \( \lambda \) that is not hidden anymore. Note that there are still unobserved parts of the hidden sequence. The other observed sequence is again a noisy realization of the hidden sequence. The total length of the hidden sequence is assumed to be \( T = N_1 + 2 \times N_2 - 1 \), the observed part of the hidden sequence is \( \lambda_{N_2+1:N_1+N_2} \) with length \( N_1 \) and the other observed sequence is \( x_{0:N_2-1} \) with length \( N_2 \). The joint conditional distribution \( p(x_{0:N_2-1} \mid r) \) can be obtained by summing over the unobserved parts of \( \lambda_{r,F} \) i.e., \( \lambda_{1:N_2,F} \) and \( \lambda_{N_1+N_2+1:T,F} \) such as,

\[
p(x_{0:N_2-1} \mid r) = \sum_{\lambda_{1:N_2,F}} \sum_{\lambda_{N_1+N_2+1:T,F}} p(x_{2:0:N_2-1,F}, \lambda_{1:T,F} \mid r) \quad (3.6)
\]

Note that there is only one sequence that has to be aligned to hidden part therefore in this case, we remove the sequence index \( k \) from \( x \) and \( r \) variables. The derivation of the score function which we denote as \( \Phi_{M_5}(r) \), is given in Appendix A.6. The resulting score function is,
\[ \Phi_{M_{5,1}}(r) = \sum_{\tau=N_2+1}^{N_1+N_2} \sum_{f=1}^{F} \left( ([x_{\tau-r,f} = 0][\lambda_{\tau,f} = 0] + [x_{\tau-r,f} = 1][\lambda_{\tau,f} = 1]) \log(1 - w) \right. \\
\left. + ([x_{\tau-r,f} = 0][\lambda_{\tau,f} = 1] + [x_{\tau-r,f} = 1][\lambda_{\tau,f} = 0]) \log(w) \right) \\
+ F \log(0.5) \left( \sum_{\tau=1}^{N_2} U(r, \tau) + \sum_{\tau=N_1+N_2+1}^{T} U(r, \tau) \right) \]  

where

\[ U(r, \tau) = \begin{cases} 
1 & \text{if } x_{0:N_2-1,1:F} \text{ exists at time } \tau; \\
0 & \text{else.} 
\end{cases} \]  

In the derivation of Equation 3.7, we assume the hyperparameters are \( \alpha = 0.5 \) and \( \omega_{0,0} = \omega_{1,1} = w \) and \( \omega_{0,1} = \omega_{1,0} = 1 - w \). With this configuration, \( p(\lambda_{\tau,f} = 1) = p(\lambda_{\tau,f} = 0) = 0.5 \) (1s and 0s are equiprobable) and the probability of a hidden coefficient \( \lambda_{\tau,f} \) and a coefficient that is aligned to time \( \tau, x_{n,f} \) to be equal is \( w \) (Noisy observation \( x_{n,f} \) has the same value, 1 or 0, with the hidden coefficient \( \lambda_{\tau,f} \) with probability \( w \)). \( U(r, \tau) \) is a function of alignment and global time index that indicates if any coefficient of \( x_{0:N_2-1,1:F} \) is aligned at time \( \tau \) according to the alignment \( r \).

Analyzing Equation 3.7, we observe that the first term covers the time interval \( N_2 + 1 : N_1 + N_2 \) (the observed part of the hidden sequence) and the second term covers the rest of the time line \( 1 : N_2 \) and \( N_1 + N_2 + 1 : T \) (the non-overlapping parts of observed sequence). Here, the first term in the score function acts like the normalized Hamming distance similarity measure. If a coefficient of the observed sequence is equal to the corresponding coefficient in the observed part of \( \lambda_{\tau,f} \), the contribution to the sum is a less negative number \( \log(w) \), rather than \( \log(1 - w) \) (Assuming that \( w > 0.5 \)). This is equivalent to counting the coefficients that correspond to same time \( \tau \) (aligned at \( \tau \)) and equal to each other (Hamming distance). Note that as the overlap between \( x_{0:N_2-1,1:F} \) and observed part of the hidden sequence increases, the contribution of the first term also increases hence a more negative value is obtained, that is why higher overlap results in smaller scores (v-shape structure, explained in Section 3.3). But only
for the true lag or alignment between sequences, this term gives a high value due to its behaviour similar to Hamming distance. The second term acts like a correction term for non-overlapping cases. It actually computes the number of coefficients of $x_{0:N_2+1,1:F}$ that do not overlap with the observed part of the hidden sequence and multiplies with a negative number log(0.5). Therefore as the overlap decreases, the contribution of the second term increases. As a result, the second term gives higher scores for higher overlapping alignments balancing the effect of the first term.

One interesting issue is that in the Hamming distance similarity measure, the highest ratio which occurs at the true alignment point gives a good estimate of the hyper-parameter $w$ for the model. It can be used as preprocessing step for computation of the hyper-parameter of the model. As an example, in Figure 3.3, the peak value at the true alignment is equal to 0.7. It can be interpreted as 70% of the data is equal to the corresponding hidden coefficient so the probability of being equal ($p(\lambda_{r,f} = x_{n,f})$) is roughly 0.7.

This model is especially interesting for pairwise matching for two reasons,

- If the number of subbands is chosen as 32, each column of a sequence can be stored as 32-bit integer
- Since the computation is based on counting the number of similar bits in the overlapping parts of sequences, the likelihood can be computed very fast by using an XOR operation.
4. MULTIPLE AUDIO SEQUENCE ALIGNMENT

In this chapter, we discuss the alignment problem for multiple audio sequences. Having defined $\Phi(r)$ as objective functions, multiple sequence alignment becomes a combinatorial optimization problem where we search the global maximum of cost function: $r^*_{1:K} = \arg \max_{r_{1:K}} \Phi(r_{1:K})$. When there are only two sequences (pairwise case), it is straightforward to compute $\Phi(r)$ for all possible shifts (search all space) as in Section 3. However, when the number of sequences $K$ is large, the search space grows exponentially in the order $O(N^{K-1})$ where $N$ is the average length of a sequence. Thus, searching the entire space of each possible alignment (each possible relative shift) is clearly intractable.

For such cases, standard optimization approach is to start from an initial point $\hat{r}_{1:K}$ and to gradually move towards the global maximum of the cost function hence reach the maximum without visiting all the space. However the $\Phi(r)$ surface is very rough and standard optimization methods such as gradient based methods are not applicable. For this reason, we resort to some sampling strategies and a heuristic sequential search algorithm. As our preliminary work, we proposed a Gibbs sampling algorithm in [38] where we sample from the joint conditional posterior distribution $p(\lambda, r | x)$. Then a heuristic sequential search algorithm is proposed in [39] and improved in [40]. In [41], a multi resolution alignment algorithm using SMC samplers is proposed for pairwise cases. Here we extend the method for multiple sequence alignment scenarios.

4.1. Gibbs Sampling with Simulated Tempering

Gibbs sampling is one of the most popular Markov Chain Monte Carlo (MCMC) methods which is used to sample from distributions with at least two dimensions [42], [43]. Sampling methods are usually used in cases where the target distribution is too complex to do some analytical computation as in our situation. In [38], we use the Gibbs sampler to sample from the conditional joint distribution $p(\lambda_{1:T}, r_{1:K} | x_{1:K, 0:N_k-1})$. 
Gibbs sampler samples the variables one by one by using the full conditional densities [44]. Full conditional means the probability of a variable conditioned on all other random variables and data. These full conditional distributions are mostly one dimensional, tractable and easy to sample from, depending on the model. The full conditional of a variable $\theta$ is denoted as $p(\theta | \cdot)$.

In general, MCMC methods can become stuck in some local modes of the target distribution. This highly depends on the initialization of the parameter set and random variables. Even when all the initial values of the random variables are obtained from the original model where we assume the hyper-parameters are all true, there is still a chance that the sampler may stuck in a local mode of the joint distribution. A method to prevent this fact is as follows: At the beginning of iterations samples are not drawn from the full conditional $p(r_k | \cdot)$ but from a power of it such as $p(r_k | \cdot)^\beta$. $\beta$ parameter starts from a small value and increased to one as the number of iterations increase. When $\beta$ is small then the modes of the full conditional distribution dilates and it becomes a flatter distribution therefore allows less probable samples to occur. As $\beta$ approaches to one, samples are drawn from the exact full conditional density. This is called Simulated Tempering (ST) [44], [45]. With this method, if the initialization of the variables lead to a local mode of the joint distribution, by flattening the distribution the sampler may not stuck at that mode and hopefully starts to sample from the primary mode of the distribution and as $\beta$ increases, it will stay in the primary mode. However even with this methodology, there is no guarantee that the sampler eventually finds the primary mode. The pseudo code of the sampler with ST is given in Figure 4.1.

In [38], Gibbs sampling is used to find the optimum alignment $r^*_{1:K}$ with the gamma observation model $M_1$. The full conditional distributions $p(\lambda_{r,f} | \cdot)$ and $p(r_k | \cdot)$
Initialize

for $\tau = 1$ to $T$ do
  $\lambda_\tau \sim p(\lambda_\tau; \alpha_\lambda, \beta_\lambda)$
  \{ $p(\lambda_\tau; \alpha_\lambda, \beta_\lambda)$ is the prior distribution for $\lambda_\tau$ depending on the model \}
end for

Sampling from full conditionals

for $i = 1$ to $I$ do
  (Sampling from $p(r_k|.)$ for $k = 1, ..., K$)
  for $k = 1$ to $K$ do
    $r_k^{(i)} \sim p^\beta_i(r_k^{(i)}|x_{1:K,0:N_k-1}, \lambda_1^{(i-1)}, \lambda_2^{(i-1)}, \ldots, \lambda_T^{(i-1)})$
  end for
  (Sampling from $p(\lambda_\tau|.)$ for $\tau = 1, ..., T$)
  for $\tau = 1$ to $T$ do
    $\lambda_\tau^{(i)} \sim p(\lambda_\tau^{(i)}|x_{1:K,0:N_k-1}, r_1^{(i-1)}, r_2^{(i-1)}, \ldots, r_K^{(i-1)})$
  end for
end for

Figure 4.1. Gibb’s Sampling with simulated tempering algorithm for multiple audio
sequence alignment model.
are derived as,

\[ p(\lambda_{\tau,f} | .) = \mathcal{IG}(\lambda_{\tau,f}; \alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \alpha, \beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \alpha x_{k,n,f}) \]

(4.1)

\[ p(r_k | .) = \prod_{n=0}^{N_k-1} \prod_{\tau=1}^{T} \mathcal{G}(x_{k,n,f}; \alpha, \frac{\alpha}{\lambda_{r,f}})_{[n = \tau - r_k]} \]

(4.2)

For this particular model, another possible ST strategy is changing the \( \alpha \) parameter during epochs. There are two meaningful reasons for using the \( \alpha \) parameter for ST. First of all, the variance of the full conditional \( p(r_k | .) \) is inversely proportional with \( \alpha \) parameter. Therefore, at the beginning of the epochs, the variance of the full conditional distribution would be high which basically dilates the modes of the distribution. Secondly, from the derived formula of the full conditional distribution \( p(\lambda_{\tau,f} | .) \), it can be observed that the contribution of the data \( x_{k,n,f} \) on the conditional distribution depends on the \( \alpha \) parameter. When \( \alpha \) is small, the contribution of the data is also small and the resulting conditional distribution is closer to the prior distribution. This intuitively means that the hidden variable \( \lambda_{r,f} \) is not so reliable at the beginning of the epochs because the prior information is dominant in this case. Therefore starting \( \alpha \) from a small value and increasing to its original value as the number of epochs increase is also tempering.

According to the simulation results are given in Section 5.5.1, we observe that the performance of the alignment with this method depends highly on the hyperparameter choice \( (\alpha, \alpha_\lambda, \beta_\lambda) \) and in some cases the sampler becomes stuck in a local maximum hence a wrong alignment occurs. Even when enhanced with different annealing techniques, Gibbs sampler has not proven effective. Thus, we resort to a heuristic sequential search algorithm.
4.2. Sequential Search Algorithm

The key idea in the sequential algorithm is that we do not directly solve the difficult problem \( r^*_{1:K} = \arg \max_{r_{1:K}} \Phi(r_{1:K}) \) but search \( r^*_{1:K} \) by solving some simpler problems. By 'simple', we mean to solve \( r^*_{1:K'} = \arg \max_{r_{1:K'}} \Phi(r_{1:K'}) \) where \( K' < K \) (less number of sequences). By starting with \( K' = 2 \) sequences and sequentially aligning one sequence at a time, we find \( r^*_{1:K'} \), group the sequences that match with each other and freeze the relative shifts. We refer these matched sequences as a 'Cluster' and represent the \( i \)'th cluster with \( C_i \). The advantage of this strategy is that aligning a sequence \( k \) to a cluster \( C_i \) is no different from pairwise case. We simply compute \( \Phi(r_{C_i}, r_k) \) for all possible values of \( r_k \) and find the optimum alignment as \( r^*_{C_i, r_k} = \arg \max_{r_k} \Phi(r_{C_i}, r_k) \).

In the sequential algorithm, we initially sort the sequences according to their lengths in decreasing order, assign the first sequence to cluster \( C_1 \) i.e., \( C_1 = \{1\} \), fix the position of the first sequence i.e., \( r^*_1 = 0 \) and assign all the other sequences to a list \( P = \{2, \cdots, K\} \) which is the list of the sequences that are yet to be aligned. \( U \) represents the unclustered sequence list.

The algorithm starts with aligning the first sequence in the unaligned queue \( P(1) = 2 \) against cluster \( C_1 \) hence \( \Phi(r^*_{C_1}, r_{P(1)}) \) is computed for all possible alignments of sequence \( P(1) \) i.e., \( r^*_{C_1, P(1)} = \arg \max_{r_{P(1)}} \Phi(r^*_{C_1}, r_{P(1)}) \). Then if the alignment \( \hat{r}_{P(1)} \), that maximizes the score function is reliable, it is also fixed as the optimum alignment \( r^*_{P(1)} = \hat{r}_{P(1)} \), assigned to the same cluster i.e., \( C_1 = \{1, 2\} \). In this case, the next sequence in \( P \) is aligned against the updated cluster \( C_1 \) instead of individual sequences i.e., \( r^*_{C_1, P(2)} = \arg \max_{r_{P(2)}} \Phi(r^*_{C_1}, r_{P(2)}) \). We proceed through each unaligned sequence and the cluster is updated according to the reliability of each alignment. If any of the alignments is unreliable in the procedure, we do not assign the sequence to any cluster but to the unclustered list \( U \) and continue with the next sequence in \( P \).

When a sequence with index \( k \) is not matched with the cluster and assigned to \( U \), it means that it either belongs to another cluster or it does not overlap with any
of the sequences in that cluster. However, if a sequence with a higher index ($> k$) is aligned after $k$'th, we need to reprocess the $k$'th sequence against the updated cluster to be sure whether or not it belongs the current cluster. As a rule of thumb, after we proceed through all unaligned sequences, if the highest index in the cluster $C_i$ is larger than the smallest index in the unclustered list $U$ ($\max(C_i) > \min(U)$), it means the cluster is updated after at least one of the sequences in $U$. In this case, we need to reprocess all the unclustered sequences against the updated cluster and repeat it until the smallest index in $U$ is larger than the highest index in the cluster. When it is larger ($\max(C_i) < \min(U)$), we decide that the unclustered sequences are not related to current clusters. Thus, we restart the procedure for only the unclustered sequences assigning the first sequence in the list already to a new cluster and all other sequences to the unaligned sequence list $P$. Then we apply these procedures until all the sequences are clustered until $P$ is empty. The pseudocode of the sequential alignment algorithm is given in Figure 4.2.

This method is first proposed in [39] then improved in [40] with addition of clustering together with alignment. Without applying clustering, the performance of the method highly depends on the alignments of the first few sequences, thus initial ordering becomes very important. Therefore one needs to run the algorithm several times starting with different permutations to overcome this problem in the previous method. However with the described algorithm, different permutations of sequences only change the computational time but not the robustness. Therefore any initial ordering is plausible. In this work, we ordered the sequences in decreasing order according to their lengths assuming that longer sequences tend to be matched more reliably.

A demonstration of the sequential multi-sequence alignment algorithm with a set of 4 audio recordings can be found in [46].
Initialize:
Sort sequences, $P = \{2, \cdots, K\}$

$i = 1$ (Cluster index), $C_1 = \{1\}$

while $P \neq \{\}$ do
  $U = \{\}$
  for $k = P(1)$ to $P(\text{end})$ do
    $r_k^* = \arg \max_{r_k} \Phi(r_{C_i}^*, r_k)$
    if Length of overlap $> \epsilon$ then
      $C_i = [C_i, k]$ (*Add $k$‘th seq. to the current cluster*)
    else
      $U = [U, k]$ (*Add $k$‘th seq. to the unclustered list*)
    end if
  end for
  if $\max(C_i) < \min(U)$ or $U \neq \{\}$ then
    $i = i + 1$ (*Next cluster is started*)
    $C_i = U(1)$ (*First seq. in the unclustered list is assigned to $C_i$*)
    $P = U(2, \cdots, \text{end})$
  else
    $P = U$
  end if
end while

Figure 4.2. Sequential Alignment Method.
4.3. Multi Resolution Audio Sequence Alignment using Sequential Monte Carlo Samplers

In this section, we introduce a SMC sampler based solution for the alignment problem that uses low resolution $\Phi(r)$ as bridges. Here, the aim is to find the optimum alignment $r^*$ without explicitly visiting all possible alignments. To achieve this, one needs a sampling mechanism that samples from $\Phi(r)$ and if some of the samples would eventually hit the mode of the distribution the optimum alignment would be found.

SMC sampler is a popular sampler due to its flexibility in design and ability to sample from rough and high dimensional densities. It samples from a sequence of distributions, denoted by $\gamma_i$, which are called intermediate distributions [47]. At each step, the algorithm samples from the next intermediate distribution and in the last step, the resulting samples would be drawn from the target distribution which is $\Phi(r)$ in our case. The main idea behind SMC samplers is that if the intermediate distributions in the consecutive steps are close enough to each other, they would act like a bridge and guide the samples through modes of the target density. At each step, new samples $r_s^{(i+1)}$ are drawn from a forward Markov transition kernel $K_{i+1}(r_s^{(i+1)}, r_s^{(i)})$ where $s$ is the sample index and $i$ is the dimension index. Then the discrepancy between the sampling distribution and intermediate distribution is corrected using importance sampling [47]. The weight of each sample is computed as,

$$w_i(r_s^{1:i}) = w_{i-1}(r_s^{1:i-1}) \frac{B_{i-1}(r_s^i, r_s^{i-1}) \gamma_i(r_s^i)}{K_i(r_s^i, r_s^{i-1}) \gamma_{i-1}(r_s^{i-1})}$$

where $B_{i-1}(r_s^i, r_s^{i-1})$ is a backward Markov kernel. The increase in variance of weights indicates that some of the samples have much higher importance than others. Hence, a resampling stage is applied to get rid of the samples with small weights and replicate the ones with higher weights. A common criterion to measure this degeneracy is the effective sample size ($ESS$) which is defined in [47] as,

$$ESS = \left( \sum_{s=1}^{S} \left( w_s^{(i)} \right)^2 \right)^{-1} \quad (4.3)$$
4.3.1. SMC Samplers for Pairwise Alignment

In this section, we extend the proposed model given in chapter 2 for multi resolution alignment and focus on pairwise cases [41]. We modify the model for multi resolution case and the matching is achieved with a SMC sampler which uses low resolution models as bridge distributions.

Remember that in the model, each observation coefficient $x_{k,n,f}$ depends on only one of the hidden coefficients $\lambda_{\tau,f}$, if it is aligned to time $\tau$. To obtain lower resolution data, we modify this idea such that $L$ number of consecutive observation coefficients depend on one hidden coefficient $\lambda_{\tau,f}$. To illustrate the idea, a toy example is given in Figure 4.3. In Figure 4.3 (a), there are two observed sequences that follows the original model where each observed coefficient $x_{k,n}$ depends on only one hidden coefficient $\lambda_{\tau}$.

On the other hand, in Figure 4.3 (b), the example is modified where $L = 2$. The length of each sequence is halved and as it can be observed the coefficients $x_{1,4}, x_{1,5}, x_{2,2}$ and $x_{2,3}$ are aligned to time $\tau = 4$, hence they are noisy realizations of $\lambda_{4}$. We can also interpret the second row of each sequence like a new sequence that has to be exactly aligned with the first row. From this point of view, there are 4 sequences aligned at time $\tau = 4$. We define $n_L = \lfloor \frac{n}{2} \rfloor$ where $\lfloor . \rfloor$ is the floor operation and switch the local time index with $n_L$ in the generative model which modifies the model for low resolution case. The modified template model becomes,

$$
\begin{align*}
\lambda_{1:T} &\sim p(\lambda_{1:T}) \\
r_k &\sim p(r_k) = \prod_{\tau=1}^{T-N_k+1} \pi_{k,\tau}^{[r_k=\tau]} \\
x_{k,n} &\sim p(x_{k,n}|r_k, \lambda_{1:T}) = \prod_{\tau=1}^{T} p(x_{k,n}|r_k, \lambda_{\tau})^{[n_L=\tau-r_k]}
\end{align*}
$$

(4.4)

It is important to mention that there are other ways to obtain low resolution
sequences rather than modifying the model such as increasing window size in feature extraction procedure or downsampling before or after feature extraction process. In this work, we just modify the structure of data without changing the actual resolution.

Note that in pairwise alignment cases, by fixing one of the alignments i.e., $r_1$, the search space is restricted to a one dimensional space as shown in chapter 3. Hence, score functions are one dimensional and instead of $\Phi(r_2)$, we will use $\Phi(r)$ for the ease of representation.
We choose the intermediate distributions as low resolution posterior distributions denoted by $\Phi_L(r)$ where $L = 2^l$, $l = 8, 7, \ldots, 1$. Note that the length of each $\Phi_{L/2}(r)$ is twice the length of one step lower resolution $\Phi_L(r)$, i.e., length of $\Phi_{64}(r)$ is twice the length of $\Phi_{128}(r)$. Hence, we need to design a forward kernel such that samples are moved from lower resolution to higher resolution. In SMC sampler framework, the choice of the forward and backward kernels are flexible so that any proposal mechanism is possible at any step of the algorithm, i.e., $\mathcal{K}_i(.)$ do not have to be equal to $\mathcal{K}_j(.)$.

For the forward kernel, we propose to move samples from lower resolution ($2L$) to higher resolution ($L$) through some smoothed distributions of $\Phi_L$. Defining $Q$ as a smoothing kernel, one can obtain these distributions by applying $Q$ several times to $\Phi_L(.)$, i.e., $Q^n\Phi_L, Q^{n-1}\Phi_L, \ldots, Q\Phi_L, \Phi_L$. Illustration of the smoothed distributions through each stage and movement of a sample is shown in Figure 4.5. Note that smoothing kernel is chosen to be sparse so that one does not need to explicitly compute all values in $Q^n\Phi_L$, i.e., computation of a few values in $Q^n\Phi_L$ would be enough. We applied averaging kernel for smoothing purposes and backward kernel is chosen to be equal to forward kernel in the weight update.

One issue in the design of proposal is that proposal mechanism should be different for moving samples between smooth distributions ($Q^n\Phi_L, Q^{n-1}\Phi_L$) where resolution stays the same and for moving samples from low resolution ($L$) to high resolution ($L/2$) ($\Phi_L, Q^n\Phi_{L/2}$). In the latter case, a sample in the $(i-1)$'th stage in $L$ resolution approximately corresponds to $r_s^{(i)} \approx 2 \ast r_s^{(i-1)} - 1$ in the $i$'th stage in $L/2$ resolution. Hence, proposed samples at these stages are chosen around $2 \ast r_s^{(i-1)} - 1$.

Note that none of the samples represent the case $\Phi(r = 1)$ which is the score for the sequences not overlapping. Simply by computing this value in the last step of SMC sampler where other samples are also drawn from $\Phi(r)$ and compare with the sample of highest score, one can easily decide whether or not the sequences overlap.
4.4. SMC Samplers combined with Sequential Algorithm for Multiple Audio Sequences

We proposed multi resolution alignment using SMC samplers in Section 4.3.1 for pairwise alignment cases. Here, we extend the method for multiple alignment scenarios by using a hybrid method where we integrate SMC samplers into the sequential search algorithm introduced in Section 4.2.
As explained in Section 4.2, at each step the current sequence $x_k$ is aligned against either one sequence or a cluster of sequences which leads to the following optimization problem:

$$r^*_k = \arg \max_{r_k} \Phi(r^*_C, r_k)$$  \hspace{1cm} (4.5)

Normally, the optimization in Equation 4.5 is performed by computing all possible alignments of $r_k$ similar to a brute force and the best alignment $r^*_k$, is chosen as the alignment that maximizes $\Phi(r^*_C, r_k)$. To integrate SMC sampler into the sequential algorithm given in Algorithm 4.2, this optimization step is replaced by the SMC sampler so that best alignment could be found without explicitly visiting all possible alignments in the $\Phi(r^*_C, r_k)$ surface. The rest of the Algorithm 4.2 stays unchanged.

An important issue regarding the performance of the SMC sampler is the initial number samples. The number of samples used in SMC sampler is determined according to the length of $\Phi_L$ where $L$ is the lowest resolution. For example if the length of the
sequences $N_1 = 6500, N_2 = 7000$ and we start with a low resolution with $L = 256$, the length of sequences become $\lfloor 6500/256 \rfloor = 25$ and $\lfloor 7000/256 \rfloor = 27$ respectively where $\lfloor . \rfloor$ is the floor operation. Then the number of samples is determined as $25 + 27 - 1 = 51$. Note that the alignment of a sequence $x_i$ against a cluster $C_j$ is not different from aligning two single sequences. In both scenarios, the lowest resolution $\Phi_L$ is computed for all possible lags using low resolution sequences as defined in Section 4.3.1.

In SMC sampler framework, intermediate distributions are usually annealed so that they become more similar [47]. Different annealing strategies are possible. Here, we anneal the intermediate distributions by adjusting the precision parameter of the corresponding model i.e., $w$ parameter for $M_5$. When precision is low, the effect of data decreases therefore sequences could be aligned with less similarity. For lower resolution models, we choose smaller precision and increase as the resolution increases. One of the major advantages of the algorithm is that, even if the corresponding alignment of the prime mode in lower resolutions is a local mode, the SMC sampler is still able to hit the prime mode in high resolution.

Note that the size of averaging kernel and/or number of appliance on the current target distributions can change over the steps of SMC sampler according to the resolution. As the resolution increases, we increase the number of appliance, hence we have more smooth intermediate distributions for higher resolution steps which is observed to enhance the performance of the algorithm.

The computation time to find an alignment estimate is an important performance criterion. We illustrate the efficiency of our model with an example using computational time for $\Phi$ and $\Phi_L$. Defining the computation time for $\Phi(r)$ for any sample $r$ as $T_0$, the computation time for the $\Phi_L(r)$ is $T_L = \frac{1}{L} T_0$ since the length of each sequence also decreases to $1/L$ of it. For each sample $r_s^{i-1}$, 2 samples are proposed for $r_s^i$, hence the number of required computation of smooth distributions $Q^n\Phi_L$ is 2. Assuming there are 4 stages of the same resolution, the number of required computations is 8 between each resolution change. For $L = 256$, the number of increase in resolution log$_2$ 256 is 8. Hence for one sample, the time elapsed in the end is, $8 \ast (\frac{T_0}{128} + \frac{T_0}{64} + \frac{T_0}{32} + \cdots + T_0)$. The
number of samples is approximately $1/256$ times of the original length $N_1 + N_2$. As a result, SMC sampler method has lower computational time compared to computing the $\Phi(r)$ for all possible alignments, i.e., $(1.8125) \times 8 \times T_0 \times (N_1 + N_2)/256 < (N_1 + N_2) \times T_0$. 
5. EXPERIMENTAL RESULTS

In this chapter, we evaluate the accuracy of the score functions and the proposed search algorithms i.e., Gibbs sampler, sequential multiple sequence alignment algorithm and SMC samplers method as well as deterministic similarity measures i.e., correlation and Hamming distance. In particular, we compare model-feature pairs with each other and investigate which features represent the audio data better for the alignment task in terms of immunity to noise and volume variations. Properly, we define an evaluation criterion in Section 5.1 to compare the performance of the alignments. The feature extraction procedures and the hyperparameter estimation for each model is described in Section 5.2 and Section 5.3 respectively.

In the first part of the experiments in Section 5.4, we test each model-feature pair with pairwise real data sets. The performances of cross-correlation and Hamming distance measures for these data sets are also given in that section. Then in the second part of the experiments, we apply the proposed search algorithms for data sets that contain multiple sequences. This part is divided into two subparts:

- Experiments with artificially produced data sets (Section 5.5.2)

  The sequences are artificially formed from music or speech files and adding a structured noise. The experiments are conducted for low SNR and high SNR cases.

- Experiments with real data sets (Section 5.5.3)

  Real data sets contain multiple sequences with multiple shots taken by each recorder.

Beside the sequential search algorithm and SMC sampler methods, we also give a comparison between these methods and a correlation based baseline method. It is important to mention that in this work, we collaborated with Singular Software Company that has a commercial application for video synchronization and the real data sets (both pairwise and multiple) are provided by them due to our collaboration.
5.1. Evaluation Criterion

For evaluation of the alignment performance, we first define a correct alignment between two sequences $i$ and $j$. The correct alignment occurs in one of the two cases: In the first case, the sequences do not match in the ground-truth and the estimated alignments $\hat{r}_i$ and $\hat{r}_j$ result in a non-overlapping alignment, in the second case the sequences match in the ground-truth and the relative distance between the estimated alignments $\hat{r}_i$ and $\hat{r}_j$ is equal to distance in the ground-truth, i.e., $r_i - r_j = \hat{r}_i - \hat{r}_j$. Note that sometimes the estimated relative distance misses the ground-truth value with a small error $\zeta$, i.e., $|r_i - r_j| - |\hat{r}_i - \hat{r}_j| < \zeta$. In experiments, we choose $\zeta = 2$ frames and such cases are assumed to be correct.

We define an indicator function $\phi(\hat{r}_i, \hat{r}_j)$ in (5.1) that determines if two sequences $i$ and $j$ are mutually correctly aligned.

\[
\phi(\hat{r}_i, \hat{r}_j) = \begin{cases} 
1, & \text{if } i \text{ and } j \text{ are correctly aligned} \\
0, & \text{otherwise}
\end{cases} \quad (5.1)
\]

The alignment performance criterion $\Omega(\hat{r}_{1:K})$, the total alignment score, is then defined in (5.2) as the number of true pairwise alignments over total number of pairs.

\[
\Omega(\hat{r}_{1:K}) = \frac{2}{K(K-1)} \sum_{i=1}^{K-1} \sum_{j=i+1}^{K} \phi(\hat{r}_i, \hat{r}_j) \quad (5.2)
\]

Highest score to be achieved is "1" where all the sources are aligned perfectly and lowest score is "0" where no sources are aligned correctly.

As mentioned in Section 3.4, as the precision of the observation model decreases, the unreliable region at the sides of $\Phi(r)$ functions becomes wider. In experiments, we assume reliable alignments when the overlap between sequences is larger than 3
seconds for low SNR cases and larger than 2 seconds for high SNR cases.

5.2. Selected Features and Feature Extraction Procedure

In this work, we applied STFT (40ms windows with 20ms hop-size) to the audio signals then further apply various methodologies to obtain different feature representations. There are 8 feature sets that are used in our simulations that can be listed as:

- **Feature 1**: Energy in sub-bands (Positive Coefficients)
  
  The STFT is divided into 6 logarithmically spaced sub-bands and the energy in each sub-band of the magnitude spectrum is computed by summing the squared values of coefficients in one band. We denote this feature with "F₁".

- **Feature 2**: Positive Spectral Difference (Positive Coefficients)
  
  First difference of the STFT is obtained through time and the positive values are summed through frequency [33]. This feature is particularly used in onset detection. We denote this feature with "F₂".

- **Feature 3**: MFCC (Real Coefficients)
  
  In the MFCC extraction procedure, the STFT coefficients are first transformed into mel scale, then the discrete Cosine transform (DCT) is applied to the logarithm of the energy of the coefficients. We denote this feature with "F₃".

- **Feature 4**: First difference of the energy in subbands both through frequency and time (Real Coefficients)
  
  The STFT is divided into 17 or 33 logarithmically spaced subbands, then the first difference of the energies is obtained through frequency and then in time. We denote this feature with "F₄". The procedure is shown in Figure 5.1.

- **Feature 5**: Thresholding the first difference of the energy in subbands both through frequency and time (Binary Coefficients) [15]
  
  The resulting coefficients of F₄ are thresholded [15]. We denote this feature with "F₅". The procedure is shown in Figure 5.2.
• **Feature 6**: First difference of the energy in subbands of the spectrum through time (Real Coefficients)

The STFT is divided into 14 logarithmically spaced sub-bands and the first difference of the energies is obtained through time. We denote this feature...
• Feature 7: The thresholded energy in subbands (Binary Coefficients)

The STFT is divided into 14 logarithmically spaced subbands and the energy in the subbands are thresholded. We denote this feature with ”$F_7$”.

• Feature 8: Quantized coefficient energy in each subband (Categorical Coefficients)

The STFT is divided into 6 logarithmically spaced subbands, then the energy of each subband is quantized with $\mu$-law into $Q=6$ levels. The $x_{1:Q,n,k}$ is a vector for which only one element of the vector is active and the rest of the elements are equal to zero. As an example, if there are $Q = 3$ levels and the second level is selected, the vector is, $x_{1:Q,n,k} = \{0, 1, 0\}$. We denote this feature with ”$F_8$”.

In Figure 5.3, three aligned overlapping sources and their respective feature sequences $F_2$ and $F_3$ are shown as an example.

5.3. Hyperparameter Choice

Model based alignment problem can be viewed as an optimization problem not only on the possible alignments $r_{1:K}$ but also on the hyperparameters $\Theta$. So far, we fixed the hyperparameters specific to the data sets by trial and error methods, and optimization is applied on the possible alignments. By this way, the problem becomes tractable even for multiple alignment cases because the alignments $r_{1:K}$ are discrete. However actual problem is finding the optimum alignments blindly, without any knowledge on the hyperparameter sets.

For the estimation of hyperparameters, we used an iterative Newton’s method on the score functions in [39] to obtain optimum hyperparameter sets for each model where the ground truth is known. However, the surface over parameters and alignments is pretty rough therefore optimization procedure highly depends on initial values and fail most of the time. In addition, for real data sets where the ground truth is usually not known, this method is not applicable.
Figure 5.3. Sources and features illustration: (a) Three aligned time domain sequences (b) Extracted positive spectral difference ($F_2$) for aligned sequences (c) Extracted MFCC coefficients ($F_3$) for aligned sequences.

Another approach for finding optimum hyperparameters and alignments at the same time is a line search strategy [39]. We set an interval and a grid for each hyperparameter and find the optimum alignment for each possible hyperparameter combinations. The highest likelihood score possibly occurs when we hit the optimum hyperparameter settings and the alignment if we are searching the right interval with a fine step size. That is actually true if our model is correct and describe the data set well enough. An example of this approach is given for model $M_5$ in Figure 5.4. In this example, there are two overlapping sequences and $\Phi_{M_5}(r)$ is computed and plotted.
where the $w$ parameter is changed linearly from 0.6 and 0.8. It can be observed that the maximum of all likelihoods occur at $w = 0.64$, and it gives the true alignment result. However, for values $w > 0.7$, the alignment can not be found for this data set. Unfortunately, this approach is feasible only for the pairwise alignment cases (given that the model describes the data very good). However, this method becomes intractable for the multiple alignment.

![Figure 5.4](image)

Figure 5.4. 3D plot of $\Phi_{M_5}(r_2, w)$ over $r_2$ and $w$.

Note that the performance of the algorithm is mostly affected by the false positive and false negative alignments and so there is a trade off in the choice of hyperparameter sets. A false positive alignment occurs when two sequences are not overlapping at the ground truth but they are estimated as aligned and overlapping with each other. Conversely a false negative alignment occurs when two sequences are not matched at the ground truth but they are estimated as aligned and overlapping with each other. When the observation variance is too high with the choice of hyperparameters of the related model, two non-overlapping sequences might match with each other which causes false positive results. In the opposite case, where the observation variance is
too small, two overlapping sequences might not be aligned especially if they are not so similar i.e., low SNR, hence causing false negative alignments. In this work, we defined two parameter sets for each model, one for low SNR cases (-4dB<SNR<-2dB) and one for high SNR cases (9dB<SNR<11dB). We tuned these parameters using pairwise real audio data sets with various types and amounts of noise. The hyperparameters used for each model are listed in table 5.1 for low and high SNR cases.

Table 5.1. Hyperparameter choices for each model for low SNR and high SNR cases.

| Model-Feature | Low SNR case | | | High SNR case | | |
|---------------|--------------|----------|--------|--------------|----------|
|               | α_λ  | β_λ  | α  | w  | α_λ  | β_λ  | α  | w  |
| M_1-F_1       | 2.5  | 50   | 30 | -  | 2.5  | 1    | 40 | -  |
| M_1-F_2       | 2.5  | 50   | 30 | -  | 2.5  | 70   | 35 | -  |
| M_2-F_3       | 2.5  | 40   | -  | -  | 2.5  | 80   | -  | -  |
| M_2-F_4       | 8    | 80   | -  | -  | 8    | 80   | -  | -  |
| M_2-F_6       | 4    | 80   | -  | -  | 2    | 85   | -  | -  |
| M_3-F_3       | -    | 450  | 0.03 | - | -  | 450  | 0.06 | - |
| M_3-F_4       | -    | 35   | 0.004 | - | -  | 35   | 0.01 | - |
| M_3-F_6       | -    | 45   | 0.004 | - | -  | 45   | 0.02 | - |
| M_4-F_5       | 0.5  | 0.5  | -  | -  | 2    | 2    | -  | -  |
| M_4-F_7       | 0.8  | 0.2  | -  | -  | 2    | 0.5  | -  | -  |
| M_5-F_5       | 0.5  | -    | -  | 0.62 | 0.5  | -    | -  | 0.75 |
| M_5-F_7       | 0.23 | -    | -  | 0.62 | 0.2  | -    | -  | 0.75 |

5.4. Pairwise Audio Sequence Alignment Results

In this section, the experimental results are given for the pairwise real data sets. There are 20 data sets that include sequences with various types of degradations such as additive wind noise or spectral distortion due to equalizer settings. The ground truth alignments are obtained by careful listening.

As mentioned in Chapter 2, the observation model directly determines the type of the feature set to be used i.e., real, positive, binary or categorical. Therefore some
of the feature sets are appropriate for more than one model such as Feature 6 (model 4 and model 6). Experiments are conducted with different model-feature pairs with the real pairwise data sets and the performances are listed in the Table 5.2 following the hyperparameter settings given in Table 5.1. The model-feature pairs are named in the following way: Model a and Feature b pair is represented with $M_aF_b$ i.e., Model 2-Feature 3 pair $\rightarrow M_2F_3$.

Note that in our initial experiments the real data sets, we tried several different hyperparameter settings for each model and eventually the model-feature pairs are able to find the true alignment for each pairwise real data set. Then we investigated the possibility to determine one set of parameters for each model-feature pair to handle all alignment scenarios (low SNR, high SNR, overlapping, non-overlapping) for practical purposes unfortunately the results were not encouraging i.e., no single parameter set is enough to solve all alignment scenarios. This is actually not incomprehensible because the parameter settings for a noisy set of sequences should lead to a low precision for a model whereas for a clean set of sequences the parameter settings lead to a high precision (see Section 2.1). Therefore we defined two different settings for each model for varying noise conditions in Table 5.1.

To compare the performances of model-feature pairs with the well known similarity measures correlation and Hamming distance, we also compute generalized cross-correlation and Hamming distance for each data set. Note that generalised cross-correlation is applied in the feature domain for $F_1, F_2, F_3, F_4, F_5, F_6$ and $F_7$ features, whereas Hamming distance is computed with $F_6$ and $F_7$ feature sets. The results are given in Table 5.3.

The results in Table 5.2 and Table 5.3 show that correlation and Hamming distance measures have high performances, however with the correct choice hyperparameters, some of the model-feature pairs have higher performances than correlation and Hamming distance methods. Note that all the pairwise data sets consist of overlapping sequences hence we are able compare the performances of model-feature pairs and deterministic similarity measures. An interesting observation on the alignment
Table 5.2. Alignment performances of each model-feature pair for 20 real data sets.

<table>
<thead>
<tr>
<th>Model-Feature Pair</th>
<th>Number of correct alignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1 F_1$</td>
<td>17</td>
</tr>
<tr>
<td>$M_1 F_2$</td>
<td>18</td>
</tr>
<tr>
<td>$M_2 F_3$</td>
<td>13</td>
</tr>
<tr>
<td>$M_2 F_4$</td>
<td>13</td>
</tr>
<tr>
<td>$M_2 F_6$</td>
<td>11</td>
</tr>
<tr>
<td>$M_3 F_3$</td>
<td>17</td>
</tr>
<tr>
<td>$M_3 F_4$</td>
<td>18</td>
</tr>
<tr>
<td>$M_3 F_6$</td>
<td>14</td>
</tr>
<tr>
<td>$M_4 F_5$</td>
<td>15</td>
</tr>
<tr>
<td>$M_4 F_7$</td>
<td>13</td>
</tr>
<tr>
<td>$M_5 F_5$</td>
<td>19</td>
</tr>
<tr>
<td>$M_5 F_7$</td>
<td>12</td>
</tr>
<tr>
<td>$M_{5,1} F_5$</td>
<td>19</td>
</tr>
<tr>
<td>$M_6 F_8$</td>
<td>8</td>
</tr>
</tbody>
</table>

Performances of model-feature pairs is that whenever a false alignment occurs, the result is chosen as the non-overlapping alignment of the sequences (false negative) rather than aligned to a wrong position. That is obviously not the case for the deterministic similarity measures. Among the pairwise real data sets, there is one particular data set which leads to one of the difficult scenarios. In this data set, the sequences are highly exposed to the wind noise. We observe some of the model-feature pairs, most of the correlation based (except for correlation with $F_2$) and Hamming distance with $F_6$ alignments fail for this data set.

An important performance issue for an alignment algorithm is the number of false positives or negatives in the alignment estimates. The model based approach (model-feature pairs) is tested against false positive/negative analysis on a subset of the Data
Table 5.3. Alignment performances using cross correlation and Hamming distance among 20 real data sets.

<table>
<thead>
<tr>
<th>Similarity Measure</th>
<th>Number of correct alignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation with $F_1$</td>
<td>13</td>
</tr>
<tr>
<td>Correlation with $F_2$</td>
<td>18</td>
</tr>
<tr>
<td>Correlation with $F_3$</td>
<td>16</td>
</tr>
<tr>
<td>Correlation with $F_4$</td>
<td>17</td>
</tr>
<tr>
<td>Correlation with $F_5$</td>
<td>17</td>
</tr>
<tr>
<td>Correlation with $F_6$</td>
<td>16</td>
</tr>
<tr>
<td>Correlation with $F_7$</td>
<td>11</td>
</tr>
<tr>
<td>Hamming with $F_5$</td>
<td>18</td>
</tr>
<tr>
<td>Hamming with $F_7$</td>
<td>12</td>
</tr>
</tbody>
</table>

set 2 given in Section 5.5.3. This subset contains 20 recordings (6 overlapping pairs) recorded by two recorders (10 recordings each). Model-feature pair $M_5F_5$ is applied to each possible combination of 2 sequences with $w = 0.7$ and the results are listed in Table 5.4. The alignment results are quite encouraging. $M_5F_5$ is able to detect whether the sequences overlap or not. In addition, if the sequences are overlapping, the true alignments are estimated. There are two exceptional cases in the data set where the model fails to find true alignments;

- When one or both sequences are short (< 2 seconds)
- Repeating speech of the same person in different records

As number of overlapping parts of sequences increase, the estimation becomes more robust (see Section 3.4). When the sequences are shorter than 2 seconds, the alignment estimation highly depends on the hyperparameter choice of the particular model. Since the length of the data is not sufficient, the effect of data sets on alignment is lower. We observe false positives in such cases. As an example, Rec8 from Recorder1 is 1.7 seconds long and the alignment result suggests that this sequence is overlapping both with Rec4 and Rec7 from Recorder2 although these sequences do not overlap.
Table 5.4. False Positive/Negative Analysis. $O$: Overlap at the true alignment, $NO$: Not overlapping, $FP$: False positive, $FN$: False negative.

<table>
<thead>
<tr>
<th>Recorder 1</th>
<th>Rec1</th>
<th>Rec2</th>
<th>Rec3</th>
<th>Rec4</th>
<th>Rec5</th>
<th>Rec6</th>
<th>Rec7</th>
<th>Rec8</th>
<th>Rec9</th>
<th>Rec10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rec1</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec2</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec3</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec4</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$FP$</td>
</tr>
<tr>
<td>Rec5</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec6</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec7</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec8</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$FP$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$FP$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
<tr>
<td>Rec9</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$O$</td>
</tr>
<tr>
<td>Rec10</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
<td>$NO$</td>
</tr>
</tbody>
</table>

There is one very interesting pair of recordings in the data set (Rec4 from Recorder1 and Rec9 from Recorder2) for which the $M_5F_5$ model-feature pair failed. For this pair of sequences, algorithm suggest an overlapping alignment result although they do not (false positive). These sequences are also long enough to not to suffer from the previously explained case. In both recordings, a director counts down and an actress repeats her lines with nearly same rhythmic structure and tone. In Rec4 from Recorder1, the director is a male however in Rec9 from Recorder2, the director is a female. But apart from this, the parts that contain the voice of the actress are nearly identical i.e., it is not possible to distinguish sequences by careful listening. By fine tuning the hyperparameter $w$ of the model $M_5$, non-overlapping alignment (true estimation) results can be obtained. However there is a trade-off in tuning the parameters as mentioned in Section 3.4, it should find matchings in noisy cases so the precision should be low enough, but also it should be high enough to prevent such wrong alignments. In the rest of the experiments, we follow the values given in the Table 5.1 for the hyperparameter choices.
5.5. Multiple Audio Sequence Alignment Results

In this section, the experimental results are given for multiple audio sequence alignment scenarios. As we mentioned, our initial efforts on optimization of the alignments of multiple sequences involve Gibbs sampling method and in the first part (Section 5.5.1) the simulation results are given for both synthetic and real data. Then in the second part (Section 5.5.2), we exhaustively test and compare the robustness of model-feature pairs and SMC sampler for multiple audio sequences method that is proposed in Section 4.4 under various scenarios with artificially produced data. In the last part (Section 5.5.3), the best model-feature pair and SMC sampler are tested with two large real data sets to illustrate their performance under real life scenarios.

To compare the performances of model-feature pairs and SMC sampler with a baseline method, we integrate correlation into our sequential algorithm. To be precise, instead of simple correlation, we prefer the absolute value of the correlation coefficient as the similarity measure since it gives normalized scores between 0 and 1 for each lag. The sequences are merged together if there exists a match by simply taking the mean of the aligned coefficients of sequences [29]. For the feature extraction part, the positive spectral difference $F_2$ is computed due to its known robustness in musical signal processing applications [33]. We manually set the threshold to discriminate overlapping and non-overlapping sequences. For this purpose, we tuned the threshold parameter according to the data set until we obtain the highest performance. The baseline method is applied on both artificial and real data sets in Section 5.5.2 and Section 5.5.3, respectively, and the alignment performances between baseline method, model-feature pairs and SMC sampler method is given.

Note that comparison with baseline Hamming distance method by integrating into sequential method is not trivial. Such simple similarity measures are able to align only two sequences which requires a merging step for the aligned sequences. However Hamming distance is defined for binary observations hence merging aligned sequences is not possible. As a result, we only compare our methods with baseline correlation method.
5.5.1. Results for Gibbs Sampler with Simulated Tempering

Simulation results are obtained on both synthetic and artificial data sets. The synthetic data is generated from the model $M_1$ with the hyperparameter set $\{\alpha_\lambda = 1.2, \beta_\lambda = 10, \alpha = 14\}$. Several experiments are conducted in this setup with various different settings of hyperparameters. It is observed that Gibbs sampler, without any tempering or annealing, often gets stuck in a local maximum of the posterior distribution $p(r, \lambda | x)$. Simulated tempering approach for Gibbs sampler leads to better performance depending on the tempering strategy. There is no guarantee that the sampler eventually samples from the prime mode of the posterior. One way to deal with this fact is to run Gibbs sampler several times from different initial points and accept the most probable outcome using $\Phi_{M_5}(r)$.

The model successfully matches signals even when some samples are missing. Figure 5.5 illustrates such a scenario for a pair of synthetic sequence. Here some of the samples of clip 2 are deleted from the part that overlaps with clip 1. The clips are shown in Figure 5.5.a. The probability of $r_2$ for each possible alignment given the $r_1$ is shown in Figure 5.5.b. Aforementioned, simulated tempering flattens the full conditional density $p(r_k|.)$ and sampling from tempered density results in a rather uniform samples. However, as number of epochs increases the samples are drawn from the original full conditional, therefore sampler mostly samples from the mode of the distribution. This fact is illustrated in Figure 5.5.c that shows $r_2$ estimate at each epoch. Figure 5.5.d shows the resulting alignment of the clips.

For real data simulations, a data set with $K = 3$ sequences is used. The sequences are recorded in a concert by three microphones during one song and the SNR is higher than 10dB. $F_1$ feature is used to represent audio files with only three subbands. The parameter setting is chosen as $\alpha_\lambda = 3, \beta_\lambda = 1.5$ and $\alpha = 5$. Gibbs Sampler has 1000 epochs and both of the simulated tempering methodologies are applied. The Gibbs sampling procedure is started with different initial $r_{1:K}$ estimates for 20 times. Then the score of the particular alignment with $\Phi_{M_5}(r_{1:K})$ is computed. The alignment with the maximum score is chosen as the optimum alignment result. In this simulation, the
alignment parameters for each source are estimated as $r_1 = 50$, $r_2 = 121$ and $r_3 = 170$. Alignment results are shown in Figure 5.6.a with time domain signals and in Figure 5.6.b with features.

Note that in this high SNR scenario, the alignment results are successful. However, the Gibbs sampler, even with simulated tempering approaches, often stuck at a
local maximum of the posterior distribution \( p(r, \lambda | x) \). This is due to the fact that the optimization surface is very rough. To illustrate this issue, the \( \Phi_{M_1}(r) \) score function is computed and plotted for all possible alignments in Figure 5.7. Since the relative shifts (alignments) are searched, the score function is computed for all relative shifts of \( r_2 \) and \( r_3 \).

5.5.2. Experiment 1: Artificially Produced Data

The aim of this experiment is to compare the robustness of model-feature pairs under different noise and volume conditions and to compare the performances of sequential search algorithm, SMC sampler method and the correlation based method. In each experiment, \( K \) sequences with random starting points and lengths are artificially produced from one of the four source files; 3 music files from rock, jazz and classical genres and a speech file. By using different types of audio files, we are also able to analyze the effect of the structure of the audio file to the performance of the alignment. For example, percussive sounds usually produce high peaks in the STFT therefore easier to align. Rock music songs usually contain much more percussive or drum sounds than classical music hence it is expected that the performance for the classical music
experiments to be worse. One other issue is that music files usually have repetitions i.e., chorus parts, which might lead to misalignments between sequences whereas speech files do not have such repetitions that prevents this type of error.

The sequences are artificially formed in the following way: \( K = 8 \) sequences are formed in 10-40 seconds range at each experiment, from a stereo file of length 2 minutes with 8kHz sampling rate. Equal number of sequences are formed from the right and left channels (4 sequences from each channel). The starting points \((r_{1:K})\) and the lengths of the sources \((N_{1:K})\) are chosen randomly at each experiment. Each sequence is multiplied with a random volume variable \( m_k^1 \) which is in the range \( 0.5 < m_k^1 < 1 \). To simulate noisy conditions, we used bar ambiance recordings as a structured noise. They are divided into clips following the same lengths and added to each sequence. Noise sources are also multiplied with a random volume variable \( m_k^2 \) which is set randomly in 2 different ranges to simulate different SNR cases i.e, for high SNR cases; \( 9\text{dB}<\text{SNR}<11\text{dB} \), for low SNR cases; \(-4\text{dB}<\text{SNR}<-2\text{dB}\).
Figure 5.8. Performances of different model-feature pairs in mean alignment scores and standard deviations for rock, jazz, classical music and speech a) for high SNR cases ($\approx 10\text{dB}$) b) for low SNR cases ($\approx -3\text{dB}$).
For each model-feature pair, the sequential alignment algorithm is applied and the total alignment scores ($\Omega(\hat{r}_{1:K})$) are computed. Aforementioned, we defined two hyperparameter sets for each model, one for low SNR cases and one for high SNR cases which are given in Table 5.1. The experiments are conducted 20 times for both cases. The mean of the alignment scores ($\Omega(\hat{r}_{1:K})$) and associated standard deviations for each source file are plotted for high and low SNR cases in Figure 5.8(a) and Figure 5.8(b) respectively. Note that multinomial observation model $M_6$ is excluded in the computations due to its unsatisfactory performance in the pairwise alignment experiments. Accordingly, we remove the categorical feature $F_8$. The $F_6$ and $F_7$ features are also excluded in the experiments since the counterparts for these features have higher performances i.e., $F_4$ has a better performance than $F_6$ and $F_5$ has a better performance than $F_7$.

The results suggest that the sequential algorithm is able to find the true alignments in most of the experiments even in low SNR cases. For a specific model-feature pair, there is not much difference in the performance for different audio styles i.e., rock, jazz, classical music, speech. In general, the performance is worst for classical music as expected. We observe that the repetitions in music i.e., chorus parts, cause some false positives or misalignments especially in low SNR cases. Aforementioned, such errors do not occur in speech experiments hence performances for speech are higher.

When we compare the models $M_2$ and $M_3$, we see that $M_3$ has significantly higher results for both $F_3$ and $F_4$ features. It is also the case between models $M_4$ and $M_5$ where $M_5$ has higher performance. The common trait between $M_2$ and $M_4$ is that there is no explicit precision parameter to control how much observations deviate from hidden sequence. Hence, optimizing the hyperparameters for different SNR cases is rather difficult for these models.

Among the model-feature set pairs, except $M_2 F_3$ and $M_2 F_4$, all the model-feature pairs have similar performances. We can observe that $M_5 F_5$ has a slightly better performance than others in both SNR cases. To evaluate the statistical significance of $M_5 F_5$ performance, we applied a hypothesis testing on the mean alignment scores. For
In this case, we defined the null hypothesis, $H_0$, as: each model-feature pair is better than $M_5F_5$. Then we applied a one-sided t-test by comparing the results of $M_5F_5$ to all other model-feature pairs for each audio source and the p-values are listed in Table 5.5 and Table 5.6 for low SNR and high SNR cases respectively. It can be observed that in low SNR cases, with 95% significance level, $M_5F_5$ method is significantly better than all methods except $M_3F_4$ in all audio sources. Only in classical music $M_5F_5$ is significantly better than $M_3F_4$ with 99% significance level. The results for high SNR cases also show similar significance for model-feature pair $M_5F_5$. Hence among the model-feature set pairs, we decide that $M_5F_5$ is significantly better than other model-feature pairs.

Table 5.5. p-values for comparison of $M_5F_5$ performance with all other model-feature pair performances in low SNR case.

<table>
<thead>
<tr>
<th>Model-Feature</th>
<th>Rock</th>
<th>Jazz</th>
<th>Classical</th>
<th>Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1F_1$</td>
<td>0.0</td>
<td>0.0014</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_1F_2$</td>
<td>0.0</td>
<td>0.0028</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_2F_3$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_2F_4$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_3F_3$</td>
<td>0.0136</td>
<td>0.0417</td>
<td>0.0082</td>
<td>0.0006</td>
</tr>
<tr>
<td>$M_3F_4$</td>
<td>0.3395</td>
<td>0.5</td>
<td>0.0904</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_4F_5$</td>
<td>0.0021</td>
<td>0.0225</td>
<td>0.0015</td>
<td>0.0041</td>
</tr>
</tbody>
</table>

Table 5.6. p-values for comparison of $M_5F_5$ performance with all other model-feature pair performances in high SNR case.

<table>
<thead>
<tr>
<th>Model-Feature</th>
<th>Rock</th>
<th>Jazz</th>
<th>Classical</th>
<th>Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1F_1$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_1F_2$</td>
<td>0.0021</td>
<td>0.0</td>
<td>0.0326</td>
<td>0.0007</td>
</tr>
<tr>
<td>$M_2F_3$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_2F_4$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_3F_3$</td>
<td>0.0008</td>
<td>0.0</td>
<td>0.0326</td>
<td>0.0001</td>
</tr>
<tr>
<td>$M_3F_4$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.0326</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_4F_5$</td>
<td>0.0001</td>
<td>0.0</td>
<td>0.0001</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Having decided that $M_5F_5$ has significantly higher performance than other model-feature pairs, we implemented the SMC sampler search algorithm with $\Phi_{M_5}$ score function and apply with feature $F_5$. $M_5F_5$ and accordingly $\Phi_{M_5}(r)$ has two additional advantages:

- Feature $F_5$ is immune to volume changes [15].
- Model $M_5$ has two hyperparameters $^{10} \alpha_\lambda$ and $w$. By assuming 1’s and 0’s are equiprobable in the latent variables, $\alpha_\lambda$ can be chosen as 0.5 which leads to a single parameter $w$ for the model.

We compare the performances of the $M_5F_5$ model-feature pair, SMC sampler and the baseline correlation method with the same experimental setup and the alignment performances are shown in Figure 5.9. It is observed that both SMC sampler and $M_5F_5$ have better performances than the baseline correlation method.

![Figure 5.9](image)

Figure 5.9. Alignment performances of sequential method with $M_5F_5$, SMC Sampler with $\Phi_{M_5}(r)$ and baseline method in mean alignment scores and standard deviations for rock, jazz, classical music and speech a) for high SNR cases (≈ 10dB) b) for low SNR cases (≈ -3dB).

A final analysis is performed on the $F_5$ feature for hashing algorithms. In [15], [31]

---

$^{10}$Originally model $M_5$ has 5 parameters $\Theta = \{\alpha_\lambda, w_{0,0}, w_{1,0}, w_{0,1}, w_{1,1}\}$ however we simplify the model by assigning $w = w_{1,1} = w_{0,0}$ and $1 - w = w_{1,0} = w_{0,1}$
Figure 5.10. The number of exact, 1-bit difference and 2-bit difference hash matches between two noisy versions of the same song with varying SNR levels.

and [28], $F_5$ feature is used to obtain a hash table where exact and near exact matches are searched. To test this issue, we used the following setup; two sequences are produced from one music file, for each sequence a different bar ambiance noise is added to the signal. The amplitudes of noises are adjusted to obtain different levels of SNR i.e., between -3dB and 10dB. The feature $F_5$ is extracted from two sequences for each SNR level. Then, exact match, 1-bit difference and 2-bit differences are computed between columns of the sequences. The results are shown in Figure 5.10. As it can be observed, for small SNR values, there is no exact match, 1-bit and 2-bit differences occurred very rarely. Therefore we conclude that in this alignment setup, exact or near exact hashing strategies will not work with $F_5$.

5.5.3. Experiment 2: Real-life Data

In this experiment, we evaluate the algorithms for real use cases and compare with one of the baseline methods. The experiments are conducted on two large data sets. The data sets are described briefly below.

- **Data set 1**
  
The data set consists of 49 sequences from 6 different cameras. The number of clips recorded by each camera is listed in Table 5.7. In this case, more than one shot has been taken from each camera. The recordings are taken during a concert with a small audience (20-30 people) with varying qual-
ity recorders. There is no sound system and recordings are contaminated with conversational speech from the audience and other environmental sound sources. Total length of the data set is around 70 minutes. In the data set there are 8 isolated sequences, 6 pairs, 3 clusters of four sequences and 2 clusters of five sequences, 1 cluster of seven sequences.

- **Data set 2**

  The data set consists of 113 sequences from 2 different cameras (51 recordings from recorder1 and 62 recordings from recorder 2). Again, more than one shot has been taken from each camera. The recordings are taken during a shooting of a commercial movie. The recordings are contaminated with conversational speech from the audience and other environmental sound sources. Total length of the data set is around 60 minutes. In the data set there are 32 isolated sequences, 39 pairs and 1 cluster of three sequences.

The ground-truth alignments for the data set 1 are obtained by careful listening. For data set 2, they are provided by the Singular Software Company.

<table>
<thead>
<tr>
<th>Camera number</th>
<th>Number of clips</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera 1</td>
<td>6</td>
</tr>
<tr>
<td>Camera 2</td>
<td>11</td>
</tr>
<tr>
<td>Camera 3</td>
<td>7</td>
</tr>
<tr>
<td>Camera 4</td>
<td>11</td>
</tr>
<tr>
<td>Camera 5</td>
<td>5</td>
</tr>
<tr>
<td>Camera 6</td>
<td>9</td>
</tr>
</tbody>
</table>

The results are evaluated for model-feature pair $M_5F_3$, SMC Sampler with $\Phi_{M_5}(r)$ and the baseline correlation method using both data sets and the alignment performances are compared according to their alignment score $\Omega(\hat{r}_{1,K})$. The alignment performances are listed in Table 5.8 for both data set 1 and data set 2.
In the feature extraction part for $M_5F_5$ and SMC sampler, all audio sequences are time normalized to 16kHz, and 32 logarithmically spaced sub-bands are used as suggested in [15]. For the hyperparameter choice, we follow the values for low SNR cases given in Table 5.1 for $M_5F_5$. For the baseline correlation method, we tune the threshold for each data set separately to obtain best alignment performance. The threshold values are set as 0.62 and 0.9 for the data set 1 and data set 2, respectively.

In the SMC sampler implementation, the number of low resolution levels is chosen as nine and the minimum number of samples for low resolution bridge $\Phi_L(r)$ is chosen as 40. For the alignment of $k$’th sequence in the sequential algorithm, the lowest possible resolution is chosen according to the length of $\Phi_L(r)$ or the length of the sequence $N_k$. Note that with each resolution level, the length of the sequence is halved and lowest possible length is 1. Hence the alignment of different sequences might start from different resolutions i.e. different number of samples. As an additional effort to improve the performance of the SMC sampler method, we apply a simulated annealing strategy on the hyperparameter $w$ over the low resolution bridge functions $\Phi_L(r)$ similar to annealing applied in Gibbs sampling approach in Section 5.5.1. The low resolution bridge functions act as coarse versions of actual score function $\Phi_{M_5}(r)$, which is equivalent to aligning noisier sequences for each low resolution level. As we choose smaller $w$ values for noisy sequences, we start with a small $w$ i.e., $w = 0.51$, and gradually increase $w$ with increasing resolution of bridge functions (Start from $w = 0.51$ up to $w = 0.62$).

There are four types of error in multiple alignment scenarios

Error type 1: A sequence $x_i$ that is not aligned to any other sequence at the ground truth (isolated), is aligned to a sequence $x_j$ in the alignment estimate.

Error type 2: $x_i$ that is aligned (overlap) to another sequence $x_j$ at the ground truth, is not aligned to any sequence in the alignment estimate.

Error type 3: A sequence $x_i$ that is aligned to the sequence $x_j$ at the ground truth, is aligned to another sequence $x_k$ in the alignment estimate.

Error type 4: A sequence $x_i$ that is aligned to the sequence $x_j$ at the ground
truth, is aligned to the same sequence with a wrong offset.

It is important to mention that error type 4 is not observed in the experiments with either of the data sets although it is observed in the experiments with the artificial data in Section 5.5.2.

Table 5.8. Alignment performances ($\Omega(\hat{r}_{1:K})$) of model-feature pair $M_5F_5$, SMC Sampler with $\Phi_{M_5}(r)$ and baseline correlation method for data set 1 and data set 2.

<table>
<thead>
<tr>
<th>Alignment Method</th>
<th>$\Omega(\hat{r}_{1:K})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data Set 1</td>
</tr>
<tr>
<td>$M_5F_5$</td>
<td>0.997</td>
</tr>
<tr>
<td>$SMC$</td>
<td>0.984</td>
</tr>
<tr>
<td>$Correlation$</td>
<td>0.959</td>
</tr>
</tbody>
</table>

Note that the clips that are recorded by the same device obviously do not overlap in the generic timeline. In both data sets, all the cameras are used to record multiple clips. This brings an additional constraint on the estimation of alignments $\hat{r}_{1:K}$ which reduces the search space for two reasons:

(i) The sequences that are obtained from the same camera do not overlap hence alignment estimates $\hat{r}_{1:K}$ that leads to overlapping between these sequences are not searched.

(ii) If two sequences i.e., $x_i$ and $x_j$ recorded by the cameras $R_1$ and $R_2$, respectively, are aligned (overlap) with each other, a sequence $x_k$ that is recorded by $R_1$ before $x_i$ do not overlap with any sequence $x_l$ that is recorded by $R_2$ after sequence $x_j$ and vice versa, then alignment estimates $\hat{r}_{1:K}$ that leads to overlapping between sequences $x_i$ and $x_j$ are not searched.

Reducing the search space decreases the computational time, however it might also lead to misalignments that affect the alignment performance $\Omega(\hat{r}_{1:K})$ severely. This is due to the fact that if $x_i$ and $x_j$ recorded by the cameras $R_1$ and $R_2$, respectively, are
misaligned with each other, the sequences recorded by $R_1$ before $x_i$ will not be searched for the sequences recorded by $R_2$ after $x_j$ and vice verse which might lead to severe decrease in the alignment performance. This is actually observed in the experiment where baseline correlation method is used to align data set 2, due to the two similar but not overlapping sequences (see Section 5.4 in false positive/negative analysis part).

Note that, even with such a misalignment, the alignment score for baseline method is not so low. This is due to the fact that if a data set that consists more of isolated sequences or clusters with few number of sequences, then possible misalignments would have a lower effect on the alignment performance on that data set. To illustrate this idea, we give three misalignment scenarios.

- Scenario 1: Assume that an isolated sequence $x_i$ at the ground truth, is aligned with a cluster $C_k$ of $M_k$ sequences such that it overlaps with each of the sequences in that cluster. Such a misalignment brings $M_k - 1$ errors on the alignment performance.

- Scenario 2: Assume that at the ground truth, one of the sequences $x_i$ in a cluster $C_k$ of $M_k$ sequences, overlaps with each other sequence in that cluster and it is not aligned to any cluster in the alignment estimate (decided as an isolated sequence). Such a misalignment brings $M_k - 1$ errors on the alignment performance.

- Scenario 3: Assume that at the ground truth, one of the sequences $x_i$ in a cluster $C_k$ of $M_k$ sequences, overlaps with each other sequence in that cluster and it is aligned to another cluster $C_l$ where it is overlapping with $M_l$ number of sequences in the alignment estimate. Such a misalignment brings $M_k - 1 + M_l$ errors on the alignment performance.

It is important to mention that being recorded by the same camera does not mean that the recordings can not be in the same cluster but they just do not overlap. As an example, the cluster with 7 sequences in data set 1 includes two sequences from the 4th camera.
6. CONCLUSIONS AND FUTURE RESEARCH

In this thesis study, the multiple audio sequence alignment problem is addressed where the objective is to find the offset setting of $K$ sequences on the generic time line under the circumstances that no prior information on offsets is available. This thesis proposes a novel, model based approach and a probabilistic interpretation for this problem. The model is quite generic and can be used for a variety of feature sets by choosing the observation model properly. Note that the observation and prior distributions chosen for this study is by no means exhaustive; any other conjugate prior pair of distributions is valid. To this end, six generative models are defined following the template model given in Chapter 2 and for each model we derived proper scoring functions by integrating over the latent variable $\lambda$.

In the alignment framework, emphasis is given on two issues: representation of the sequences and methods on relative offset search. Audio fingerprints which are binary by nature, are vastly used to represent audio signals due to their compact structure and robustness against degradations in audio. In this study, a wide range of feature types are investigated for the alignment task besides binary representations. Experiments under various degradations of audio show that binary feature $F_5$ which is defined in [15] has most promising results. This feature is not only robust under different types of noise but also immune to volume variations between sequences since the signs of the differences in spectrogram are extracted. The next best feature sequence for the alignment task is determined as the positive spectral difference $F_2$ which extracts the onsets of the audio signal.

In literature, hashing methods are widely used to find aligning sequences. These methods are computationally efficient but they rely on a simple assumption that some of the extracted fingerprints from two matching sequences would be exactly the same. This assumption might be true in audio matching setup where a short sequence is matched to large clean audio database. However due to the variability of sound quality and noise in each recording, an exact match in the fingerprints may not occur in the
alignment setup. Our experiments in Section 5.5.2 with popular fingerprint given in [15] (feature $F_3$) support this claim such that for two low SNR sequences, exact match does not occur.

Other methods for offset search include simple similarity measures such as cross correlation and Hamming distance. The experimental results on real pairwise sets show that both measures have high alignment performances, however they lack of the ability to distinguish overlapping/non-overlapping sequences because these tools can not be used to quantify a non-overlapping result. On the other hand, the derived scoring functions $\Phi(r)$ have resemblance with baseline similarity methods (see Section 3.1 and Section 3.2) however they are different in a way that they can penalize the non-overlapping sequences automatically without using some ad hoc thresholds.

Since the alignment is applied in the feature domain, the obtained results are up to a resolution of STFT hop-size and we apply no post-processing step afterwards. However in some applications, a finer alignment might be needed such as merging the raw signals to a single signal as in the concert recording scenario. One way to accomplish this, is decreasing the hop-size. But it would increase the size of the feature sequences and hence would increase the computational time. A feasible solution might be first working on a lower temporal resolution, then once the alignment is obtained, switching to a higher resolution alignment in the neighbourhood of the optimum alignment as proposed in Section 4.4.

It is important to mention that the model based approach is able to handle several types of signal distortions that may occur due to additive noise, recording device or channel effects. However one of the limitations in this work is the temporal deformations such as time warping. Multi sequence alignment with temporal deformations (both uniform and non-uniform) is a much more difficult problem to solve as the search space dramatically increases yet an important research topic to consider.

Two important criteria in the alignment framework are robustness and computational time. To test the robustness of the model, first model-feature pairs are exhaus-
tively tested with several experiments using artificially formed sequences, simulating the effect of volume variations, the amount of noise and the quality of recordings on the alignment performance. The results suggest that the model based approach has a high alignment performance even under very noisy conditions. Then to test the robustness of the model under real-life scenarios, we apply the $M_5F_5$ model-feature pair and SMC sampler method to two real-life data sets compare the results to a correlation based baseline method. The results show that best alignment performance is obtained with $M_5F_5$ however it has slightly higher performance than SMC sampler method. Both methods outperform the baseline method that supports the robustness of our approach.

It is important to mention that, among model-feature pairs, $M_5F_5$ has significantly more promising results than others. For this reason, SMC sampler based multi resolution alignment method that is proposed in Section 4.4, is implemented using $\Phi_{M_5}(r)$ and feature $F_5$.

Another issue that effects the robustness is the hyperparameter settings. As explained in Section 3.4, if the sequences have low SNR, the parameters should be chosen such that the precision of the observation model becomes low. It is observed that as the precision decreases, spurious peaks occur at the sides of scoring functions and the unreliable region becomes wider. Another interpretation is that as the sequences become noisier, the amount of data needed for a reliable alignment also increases. Hence the alignments for short sequences ($< 3$ seconds) or sequences with small overlaps are not reliable in low SNR cases.

The main bottleneck with our approach is the high computational cost of the sequential search due to a complexity of $O(NK^{-1})$. The longest running time of our algorithm scales linearly with the total length of the feature sequences. In addition, inefficient computation of $\Phi(r)$ functions lead to dramatic increase in computational time. The correlation based baseline method is much faster than both sequential alignment with $M_5F_5$ and SMC sampler method due to this fact. Some suggestions and future research directions are discussed in Section 6.1.
6.1. Future Research Directions

For future research on multiple audio alignment, several directions are worthy of attempt.

Aforementioned, the main disadvantage of our approach is the computational complexity due to structure of score functions and the sequential search mechanism. Even multi resolution alignment integration to the sequential algorithm do not reduce the computational complexity enough. Hence, future research will be concentrated mostly on the improvement of computational performance of sequential algorithm.

One straightforward solution is parallelization which is possible since each alignment between a sequence and a cluster is computed independently. In addition, efficient computational methods could be employed for some of the $\Phi(r)$ functions i.e., FFT-based techniques can be applied for $\Phi_{M_3}(r)$.

We observe in the experiments that the initial ordering of the sequences affects the computational time of the sequential algorithm dramatically. Therefore, a pre-knowledge on the matchings of sequences and a related initial ordering would certainly decrease computational time. For this purpose, a pre-classification of sequences according to some audio classes [28,30] or noise type and level can be used as a preprocessing step. Then, sequences from the same class are more likely to match with each other. Another solution is to apply hashing methods similar to [1]. Depending on the level of noise, hashing methods would give an idea on the matchings up to some degree which can then be used as a preprocessing step to the sequential algorithm. In addition, we anticipate that ideally the methods described in this work and hashing strategies can be unified under a hybrid algorithm which might be both robust and fast for finding high resolution alignments.

Note that the multi dimensional $\Phi(r)$ surface is very rough and standard optimization methods do not apply in this situation. Our preliminary experiments with batch Monte Carlo methods (Gibbs sampling), has not proven very effective even when
enhanced with different annealing techniques. Thus, we resort to the proposed heuristic sequential search algorithm. However more advanced sampling algorithms such as SMC samplers could be employed and a search mechanisms directly defined on the $\Phi(r)$ could be developed. Therefore some effort should be given on research on sampling methods and how to apply these methods on $\Phi(r)$ functions.

Experiments show that the models and the sequential alignment algorithm has a high performance both in artificial and real-life data sets. However, to further improve the performance of the algorithm, some effort should be given on hyperparameter choices. In this work, we defined two sets of parameters one for low SNR and one for high SNR cases. However in reality, the sequences in one data set may differ in noise level which may lead to misalignments i.e., error type 2 and type 3 may occur for not enough precision. As a result, an improvement on the performance can be obtained in the following way: An analysis of the current sequence or cluster against noise level will be conducted, then according to the levels corresponding hyperparameters will be used.
APPENDIX A: DERIVATIONS OF SCORE FUNCTIONS

Φ_{M_i}(r) FOR EACH MODEL

In this chapter, the derivations of score functions Φ_{M_i}(r_{1:K}) are given for each model (M_1, M_2, M_3, M_4, M_5 and M_6). Throughout the derivations of each model, the probability of k’th sequence to be aligned at time τ is represented with π_{τ,k}. Due to the fact that most of the time, there is no prior knowledge on the alignment of sequences, each r_k is assumed to be uniformly distributed. Note that each observation and prior distribution pairs are chosen conjugate prior so that the analytical derivation is possible.

A.1. Gamma Observation Model (M_1)

The model is,

\[ \lambda_{\tau,f} \sim IG(\lambda_{\tau,f}; \alpha_\lambda, \beta_\lambda) \]

\[ r_k \sim \prod_{\tau=1}^{T-N_k+1} \pi_{\tau,k}^{[r_k=\tau]} \]

\[ x_{k,n,f|r_k,\lambda_{\tau,f}} \sim \prod_{\tau=1}^{T} G(x_{k,n,f}; \alpha, \frac{\alpha}{\lambda_{\tau,f}})^{[n=\tau-r_k]} \]

The exponential forms of the Gamma and inverse Gamma distributions are,

\[ IG(\lambda_{\tau,f}; \alpha_\lambda, \beta_\lambda) = \exp\left(-(\alpha_\lambda + 1) \log \lambda_{\tau,f} - \frac{\beta_\lambda}{\lambda_{\tau,f}} - \log \Gamma(\alpha_\lambda) + \alpha_\lambda \log \beta_\lambda\right) \]

\[ G(x_{k,n,f}; \alpha, \alpha/\lambda_{\tau,f}) = \exp\left((\alpha - 1) \log x_{k,n,f} - \frac{\alpha}{\lambda_{\tau,f}} x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \frac{\alpha}{\lambda_{\tau,f}}\right) \]
From the model, the conditional joint distribution can be written as,

\[
p(x_{1:K;0:N_k-1,:F}, \lambda_{1:T;1:F}|r_{1:K}) = \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} p(x_{k,n,f}|r_k, \lambda_{1:T;1:F}) \prod_{f=1}^{F} \prod_{\tau=1}^{T} p(\lambda_{\tau;1:F})
\]

\[
= \prod_{f=1}^{F} \prod_{\tau=1}^{T} \exp \left( - (\alpha_\lambda + 1) \log \lambda_{\tau,f} - \frac{\beta_\lambda}{\lambda_{\tau,f}} - \log \Gamma(\alpha_\lambda) + \alpha_\lambda \log \beta_\lambda \right)
\]

\[
\prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \exp \left( [n = \tau - r_k] ((\alpha - 1) \log x_{k,n,f} - \frac{\alpha}{\lambda_{\tau,f}} x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \frac{\alpha}{\lambda_{\tau,f}}) \right)
\]

\[
= \exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} - (\alpha_\lambda + 1) \log \lambda_{\tau,f} - \frac{\beta_\lambda}{\lambda_{\tau,f}} - \log \Gamma(\alpha_\lambda) + \alpha_\lambda \log \beta_\lambda \right)
\]

\[
+ \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] ((\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha) \exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} - (\alpha_\lambda + 1) \log \lambda_{\tau,f} - \frac{\beta_\lambda}{\lambda_{\tau,f}} \right)
\]

\[
+ \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] ((\alpha - 1) \log x_{k,n,f} - \alpha \log \lambda_{\tau,f}) \right)
\]

\[
= \exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} - \log \Gamma(\alpha_\lambda) + \alpha_\lambda \log \beta_\lambda \right)
\]

\[
+ \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] ((\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha) \right)
\]

\[
\exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} - (\alpha_\lambda + 1) + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \alpha \log \lambda_{\tau,f}
\]

\[
- (\beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \alpha x_{k,n,f}) \frac{1}{\lambda_{\tau,f}} \right)
\]
Then integrating out the latent variables $\lambda_{1:T,1:F}$ from the conditional joint distribution,

$$p(x_{1:K,0:N_k-1:1:F}|r_{1:K}) = \int d\lambda_{1:T,1:F} p(x_{1:K,0:N_k-1:1:F}, \lambda_{1:T,1:F}|r_{1:K})$$

$$= \exp\left(-FT \log \Gamma(\alpha) + FT \alpha \log \beta + \sum_{f=1}^{F} \sum_{T=1}^{T} \sum_{r_k=1}^{N_k-1} \sum_{n=0}^{K} [n = r_k] ((\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha)\right)$$

$$\int d\lambda_{1:T,1:F} \exp\left(\sum_{f=1}^{F} \sum_{T=1}^{T} \sum_{r_k=1}^{N_k-1} \sum_{n=0}^{K} [n = r_k] (\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha\right)$$

$$\int d\lambda_{1:T,1:F} \prod_{f=1}^{F} \prod_{T=1}^{T} IG(\lambda_{r,f}; \alpha + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] \alpha)$$

$$\exp(\log \Gamma(\alpha) + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] \alpha) - (\alpha + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] \alpha \log(\beta + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] x_{k,n,f}))$$

$$= \exp(-TF \log \Gamma(\alpha) + TF \alpha \log \beta + \sum_{f=1}^{F} \sum_{T=1}^{T} \sum_{r_k=1}^{N_k-1} \sum_{n=0}^{K} [n = r_k] ((\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha)$$

$$+ \sum_{f=1}^{F} \sum_{T=1}^{T} \log \Gamma(\alpha) + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] \alpha) - \sum_{f=1}^{F} \sum_{T=1}^{T} (\alpha + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] \alpha \log(\beta + \sum_{k=1}^{K} N_k-1 \sum_{n=0}^{K} [n = r_k] x_{k,n,f}))$$
Then the score function $\Phi_{M_1}(r_{1:K}) = \log p(x_{1:K,0:N_{k-1}}|r_{1:K})$ is obtained as,

$$
\Phi_{M_1}(r_{1:K}) = -TF \log \Gamma(\alpha) + TF \alpha \log \beta
$$

$$+
\sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{n=0}^{N_{k-1}} [n = \tau - r_k]((\alpha - 1) \log x_{k,n,f} - \log \Gamma(\alpha) + \alpha \log \alpha)
$$

$$+
\sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{n=0}^{N_{k-1}} [n = \tau - r_k] \alpha
$$

$$-
\sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{n=0}^{N_{k-1}} [n = \tau - r_k] \alpha x_{k,n,f}
$$

(A.1)

### A.2. Gaussian Variance Observation Model ($M_2$)

The model is,

$$
\lambda_{\tau,f} \sim \mathcal{IG}(\lambda_{\tau,f}; \alpha, \beta)
$$

$$
r_k \sim \prod_{\tau=1}^{T} \pi_{k,\tau}^{[r_k=\tau]}
$$

$$
x_{k,n,f}|r_k, \lambda_{\tau,f} \sim \prod_{\tau=1}^{T} \mathcal{N}(x_{k,n,f}; 0, \lambda_{\tau,f})^{[n=\tau-r_k]}
$$

The exponential forms of the inverse gamma and Gaussian distributions are,

$$
\mathcal{IG}(\lambda_{\tau,f}; \alpha, \beta) = \exp\left(-(\alpha + 1) \log \lambda_{\tau,f} - \frac{\beta}{\lambda_{\tau,f}} - \log \Gamma(\alpha) + \alpha \log \beta\right)
$$

$$
\mathcal{N}(x_{k,n,f}; 0, \lambda_{\tau,f})^{[n=\tau-r_k]} = \exp\left([n = \tau - r_k]\left(-\frac{x_{k,n,f}^2}{2\lambda_{\tau,f}} - \frac{1}{2} \log(2\pi\lambda_{\tau,f})\right)\right)
$$

From the model, the conditional joint distribution can be written as,
\[
p(x_{1:K,0;N_k-1,1:F}, \lambda_{1:T,1:F} | r_{1:K}) = \prod_{k=1}^K \frac{N_k - 1}{F} \prod_{n=0}^{F} p(x_{k,n,f} | r_k, \lambda_{1:T,f}) \prod_{f=1}^F \prod_{\tau=1}^T p(\lambda_{\tau,f}) \\
= \prod_{k=1}^K \prod_{n=0}^{N_k - 1} \prod_{f=1}^F \prod_{\tau=1}^T \mathcal{N}(x_{k,n,f}; 0, \lambda_{\tau,f}) \prod_{f=1}^F \prod_{\tau=1}^T \mathcal{IG}(\lambda_{\tau,f}; \alpha, \beta) \\
= \prod_{f=1}^F \prod_{\tau=1}^T \mathcal{IG}(\lambda_{\tau,f}; \alpha, \beta) \prod_{k=1}^K \prod_{n=0}^{N_k - 1} \mathcal{N}(x_{k,n,f}; 0, \lambda_{\tau,f}) \\
\]

Then integrating out the latent variables $\lambda_{1:T,1:F}$ from the conditional joint distribution,

\[
p(x_{1:K,0;N_k-1,1:F} | r_{1:K}) = \int d\lambda_{1:T,1:F} p(x_{1:K,0;N_k-1,1:F}, \lambda_{1:T,1:F} | r_{1:K}) \\
= \exp \left( TF \left( - \log \Gamma(\alpha) + \alpha \log \beta \right) \right) \\
\exp \left( \sum_{f=1}^F \sum_{\tau=1}^T \sum_{k=1}^K \sum_{n=0}^{N_k - 1} [n = \tau - r_k] \left( - \frac{x_{k,n,f}^2}{2\lambda_{\tau,f}} - \frac{1}{2} \log (2\pi\lambda_{\tau,f}) \right) \right) \\
\int d\lambda_{1:T,1:F} \exp \left( \sum_{f=1}^F \sum_{\tau=1}^T \sum_{k=1}^K \sum_{n=0}^{N_k - 1} [n = \tau - r_k] \left( - \frac{x_{k,n,f}^2}{2\lambda_{\tau,f}} - \frac{1}{2} \log (2\pi\lambda_{\tau,f}) \right) \right) \\
\]
\[ = \exp \left( TF \left( -\log \Gamma(\alpha_\lambda) + \alpha_\lambda \log \beta_\lambda \right) \right) \]
\[ \exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] \left( -\frac{1}{2} \log 2\pi \right) \right) \]
\[ \int d_{\lambda,T,1,F} \prod_{f=1}^{F} \prod_{\tau=1}^{T} \mathcal{IG} \left( \lambda_{\tau,f}; \alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] \frac{1}{2} \right) \]
\[ , \beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] \frac{x_{k,n,f}^2}{2} \]
Then the score function $\Phi_{M_2}(r_{1:K}) = \log p(x_{1:K,0:N_k-1,1:F}|r_{1:K})$ is obtained as,

$$
\Phi_{M_2}(r_{1:K}) = TF(- \log \Gamma(\alpha) + \alpha \log \beta) - F\left(\frac{1}{2} \log 2\pi \sum_{k=1}^{K} N_k\right)
$$

$$
+ F \sum_{\tau=1}^{T} \log \Gamma(\alpha) + \sum_{k=1}^{K} N_k - 1 \sum_{n=0}^{T} [n = \tau - r_k] \frac{1}{2}
$$

$$
- \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left(\alpha \log + \sum_{k=1}^{K} N_k - 1 \sum_{n=0}^{T} [n = \tau - r_k] \frac{1}{2}\right)
$$

$$
\log(\beta + \sum_{k=1}^{K} N_k - 1 \sum_{n=0}^{T} [n = \tau - r_k] x_{k,n,f}^2) \quad (A.2)
$$

**A.3. Gaussian Mean Observation Model (M_3)**

The model is,

$$
\lambda_{\tau,f} \sim N(\lambda_{\tau,f}; 0, \beta) \quad \tau, f
$$

$$
r_{k} \sim \prod_{\tau=1}^{T-N_k+1} \pi_{r_{k}=\tau} \quad k
$$

$$
x_{k,n,f|r_{k},\lambda_{\tau,f}} \sim \prod_{\tau=1}^{T} N(x_{k,n,f}; \lambda_{\tau,f}, \frac{1}{\alpha})_{[n=\tau-r_k]} \quad k, f, n
$$

The Gaussian distributions are written in exponential form as,

$$
N(\lambda_{\tau,f}; 0, \beta) = \exp \left( - \frac{1}{2} \log(2\pi\beta) - \frac{\lambda_{\tau,f}^2}{2\beta}\right)
$$

$$
N(x_{k,n,f}; \lambda_{\tau,f}, \frac{1}{\alpha})_{[n=\tau-r_k]} = \exp \left( [n = \tau - r_k] \left( - \frac{1}{2} \log(2\pi\alpha) - \frac{\alpha x_{k,n,f}^2}{2} + \lambda_{\tau,f} \alpha x_{k,n,f} - \frac{\alpha \lambda_{\tau,f}^2}{2}\right)\right)
$$
From the model, the conditional joint distribution can be written as,

\[
p(x_{1:K,0:N_k-1:1:F}, \lambda_{1:T,1:F}|r_{1:K}) = \left( \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} p(x_{k,n,f}|r_k, \lambda_{1:T,f}) \right) \left( \prod_{f=1}^{F} \prod_{\tau=1}^{T} p(\lambda_{\tau,f}) \right)
\]

\[
= \left( \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} \mathcal{N}(x_{k,n,f}; \lambda_{\tau,f}, \frac{1}{\alpha}) \right) \left( \prod_{f=1}^{F} \prod_{\tau=1}^{T} \mathcal{N}(\lambda_{\tau,f}; 0, \beta_\lambda) \right)
\]

\[
= \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} \left( \exp \left( [n = \tau - r_k] \left( -\frac{1}{2} \log(\frac{2\pi}{\alpha}) - \frac{x_{k,n,f}^2}{2} + \lambda_{\tau,f} x_{k,n,f} - \frac{\lambda_{\tau,f}^2}{2} \right) \right) \right)
\]

Then integrating out the latent variables \( \lambda_{1:T,1:F} \) from the conditional joint distribution,
Then the score function \( \Phi_M(r_1:K) = \log p(x_{1:K}) \) is obtained as,

\[
\Phi_M(r_1:K) = -\frac{TF}{2} \log(2\pi \beta_\lambda) + \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( \frac{1}{2} \left( \sum_{k=1}^{K} \sum_{n=0}^{T-N_k+1} [n = \tau - r_k]\alpha x_{k,n,f}^2 \right) + \sum_{k=1}^{K} \sum_{n=0}^{T-N_k+1} [n = \tau - r_k](-\frac{1}{2} \log(\frac{2\pi}{\alpha}) - \frac{\alpha x_{k,n,f}^2}{2}) \right)
\]

For the case where there are only two sequences, the alignment of first sequence is fixed as \( r_1 = N_2 + 1 \) and the length of the hidden sequence is set as \( T = N_1 + 2N_2 - 1 \).
As the optimum alignment search strategy, the log-likelihood scores are computed for all possible alignments of sequence 2 \((r_2 = 1, 2, ..., N_1 + N_2)\). With this configuration, the only case where the sequences do not overlap is \(r_2 = 1\). It is also important to note that the indicator function \([\cdot]\) acts as a kronecker delta function \(\delta[\cdot]\). Therefore the multiplication of indicator function with one of the sequence coefficients can be simplified using sampling property in the following manner;

\[
T - N_1 + 1 \sum_{n=0}^{T-N_1+1} [n = \tau - r_1] x_{1,n,f} = T - N_1 + 1 \sum_{n=0}^{T-N_1+1} [n = \tau - N_2 - 1] x_{1,n,f} \\
= x_{1,\tau-N_2-1,f} = \begin{cases} 
    x_{1,\tau-N_2-1,f} & \text{if } N_2 + 1 \leq \tau \leq N_1 + N_2; \\
    0 & \text{else.}
\end{cases}
\]

\[
T - N_1 + 1 \sum_{n=0}^{T-N_1+1} [n = \tau - r_2] x_{2,n,f} = x_{2,\tau-r_2,f} = \begin{cases} 
    x_{2,\tau-r_2,f} & \text{if } r_2 \leq \tau \leq r_2 + N_2 - 1; \\
    0 & \text{else.}
\end{cases}
\]

The score function \(\Phi_{M_3}(r)\) can then be simplified as,

\[
\Phi_{M_3}(r_2) = -\frac{TF}{2} \log(2\pi\beta_\lambda) \\
+ \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( \frac{1}{2} \frac{1}{\beta_\lambda} + \alpha \sum_{k=1}^{T} \sum_{n=0}^{T-k+1} [n = \tau - r_k] \right) \\
+ \sum_{n=0}^{T-N_1+1} [n = \tau - r_1] \left( -\frac{1}{2} \log\left(\frac{2\pi}{\alpha}\right) - \frac{\alpha x_{1,n,f}}{2} \right) \\
+ \sum_{n=0}^{T-N_2+1} [n = \tau - r_2] \left( -\frac{1}{2} \log\left(\frac{2\pi}{\alpha}\right) - \frac{\alpha x_{2,n,f}}{2} \right) \\
= -\frac{TF}{2} \log(2\pi\beta_\lambda) - TF(N_1 + N_2)\frac{1}{2} \log\left(\frac{2\pi}{\alpha}\right) \\
+ \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( \frac{1}{2} \frac{1}{\beta_\lambda} + \alpha \sum_{k=1}^{T} \sum_{n=0}^{T-k+1} [n = \tau - r_k] \right) \\
- \frac{\alpha x_{1,\tau-r_1,f}}{2} - \frac{\alpha x_{2,\tau-r_2,f}}{2} \right)
\]
Resulting score function for a pairwise case becomes,

\[
\Phi_{M_2}(r_2) = -\frac{TF}{2} \log(2\pi\beta_\lambda) - TF(N_1 + N_2)\frac{1}{2} \log\left(\frac{2\pi}{\alpha}\right)
\]

\[
+ \frac{\alpha}{2} \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( \frac{1}{\alpha\beta_\lambda} + \frac{1}{\alpha} \left( 1 + \sum_{n=0}^{T-N_2+1}[n = \tau - r_2] \right) \right) x_{1,\tau-N_2-1,f}^2
\]

\[
+ \frac{\alpha}{2} \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( \frac{1}{\alpha\beta_\lambda} + \frac{1}{\alpha} \left( 1 + \sum_{n=0}^{T-N_1+1}[n = \tau - N_2 - 1] \right) \right) x_{2,\tau-r_2,f}^2
\]

\[
+ \sum_{f=1}^{F} \sum_{\tau=1}^{T} x_{1,\tau-N_2-1,f} x_{2,\tau-r_2,f} \left( \frac{1}{\alpha\beta_\lambda} + \frac{2}{\alpha} \right)
\]
A.4. Bernoulli Observation Model

The model is,

\[ \lambda_{\tau, f} \sim B(\lambda_{\tau, f}; \alpha_{\lambda}, \beta_{\lambda}) \]
\[ r_k \sim \prod_{\tau=1}^{T} \pi_{k, \tau}^{[r_k = \tau]} \]
\[ x_{k, n, f|r_k, \lambda_{\tau, f}} \sim \prod_{\tau=1}^{T} BE(x_{k, n, f}; \lambda_{\tau, f})^{[n = \tau - r_k]} \]

The exponential forms of the Beta and Bernoulli distributions are,

\[ B(\lambda_{\tau, f}; \alpha_{\lambda}, \beta_{\lambda}) = \exp\left( (\alpha_{\lambda} - 1) \log \lambda_{\tau, f} + (\beta_{\lambda} - 1) \log(1 - \lambda_{\tau, f}) + \log \frac{\Gamma(\alpha_{\lambda} + \beta_{\lambda})}{\Gamma(\alpha_{\lambda})\Gamma(\beta_{\lambda})} \right) \]
\[ BE(x_{k, n, f}; \lambda_{\tau, f}) = \exp\left( \log\left( \frac{\lambda_{\tau, f}}{1 - \lambda_{\tau, f}} \right)x_{k, n, f} + \log(1 - \lambda_{\tau, f}) \right) \]

From the model, the conditional joint distribution can be written as,

\[ p(x_{1:K, 0:N_k-1, 1:F}, \lambda_{1:T, 1:F}|r_{1:K}) = \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} p(x_{k, n, f|r_k, \lambda_{1:T, f}}) \prod_{\tau=1}^{T} p(\lambda_{\tau, f}) \]

\[ = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \prod_{n=0}^{\tau-1} BE(x_{k, n, f}; \lambda_{\tau, f})^{[n = \tau - r_k]} \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} B(\lambda_{\tau, f}; \alpha_{\lambda}, \beta_{\lambda}) \]

\[ = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \prod_{k=1}^{K} \prod_{n=0}^{\tau-1} BE(x_{k, n, f}; \lambda_{\tau, f})^{[n = \tau - r_k]} \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} B(\lambda_{\tau, f}; \alpha_{\lambda}, \beta_{\lambda}) \]

\[ = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \prod_{k=1}^{K} \prod_{n=0}^{\tau-1} \exp\left( (\alpha_{\lambda} - 1) \log \lambda_{\tau, f} + (\beta_{\lambda} - 1) \log(1 - \lambda_{\tau, f}) + \log \frac{\Gamma(\alpha_{\lambda} + \beta_{\lambda})}{\Gamma(\alpha_{\lambda})\Gamma(\beta_{\lambda})} \right) \]

\[ = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \prod_{k=1}^{K} \prod_{n=0}^{\tau-1} \exp\left( n = \tau - r_k \right)(\log\left( \frac{\lambda_{\tau, f}}{1 - \lambda_{\tau, f}} \right)x_{k, n} + \log(1 - \lambda_{\tau, f})) \]
\[
\begin{align*}
&= \exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} (\alpha_\lambda - 1) \log \lambda_{\tau,f} + (\beta_\lambda - 1) \log(1 - \lambda_{\tau,f}) + \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} \right) \\
&\quad + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] \left( \log \left( \frac{\lambda_{\tau,f}}{1 - \lambda_{\tau,f}} \right) x_{k,n,f} + \log(1 - \lambda_{\tau,f}) \right) \\
&= \exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} (\alpha_\lambda - 1) \log \lambda_{\tau,f} + (\beta_\lambda - 1) \log(1 - \lambda_{\tau,f}) + \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} \right) \\
&\quad + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] \left( \log(\lambda_{\tau,f}) x_{k,n,f} + (1 - x_{k,n,f}) \log(1 - \lambda_{\tau,f}) \right) \\
&= \exp \left( T F \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} + \sum_{\tau=1}^{T} \sum_{f=1}^{F} (\alpha_\lambda - 1) + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] x_{k,n,f} \log \lambda_{\tau,f} \right. \\
&\quad \left. + (\beta_\lambda - 1 + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] (1 - x_{k,n,f}) \log(1 - \lambda_{\tau,f}) \right) \\
\end{align*}
\]

Then integrating out the latent variables \( \lambda_{1:T,1:F} \) from the conditional joint distribution,

\[
p(x_{1:K;0:N_k-1,1:F}|r_{1:K}) = \int d\lambda_{1:T,1:F} p(x_{1:K;0:N_k-1,1:F}, \lambda_{1:T,1:F}|r_{1:K})
\]

\[
= \exp \left( T F \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} \right)
\int d\lambda_{1:T,1:F} \exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} (\alpha_\lambda - 1) + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] x_{k,n,f} \log \lambda_{\tau,f} \right.
\]

\[
\quad + (\beta_\lambda - 1 + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} \left[ n = \tau - r_k \right] (1 - x_{k,n,f}) \log(1 - \lambda_{\tau,f})) \right)
\]

Inside the integral, the equation actually is very similar to the beta distribution. Since the area under a distribution is 1, we try to make the equation beta distribution by adding extra elements in the equation as follows
Then the score function \( \Phi_{M_4}(r_{1:K}) = \log p(x_{1:K,0:N_k-1,1:F}|r_{1:K}) \) is obtained as,

\[
\Phi_{M_4}(r_{1:K}) = \left( T F \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} \right) 
\]

\[
\int d\lambda_{1:T,1:F} \prod_{\tau=1}^{T} \prod_{f=1}^{F} B\left( \lambda_{\tau,f}; \alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{k,n,f} \lambda_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] (1 - x_{k,n,f}) \right) \]

\[
\exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( \Gamma(\alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{k,n,f}) \right) + \log (\Gamma(\beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] (1 - x_{k,n,f})) \right) 
\]

\[
- \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( \Gamma(\alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{k,n,f}) \right) + \log (\Gamma(\beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] (1 - x_{k,n,f})) \right) 
\]

\[
= \exp \left( (T F) \log \frac{\Gamma(\alpha_\lambda + \beta_\lambda)}{\Gamma(\alpha_\lambda)\Gamma(\beta_\lambda)} \right) 
\]

\[
\exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( \Gamma(\alpha_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{k,n,f}) \right) + \log (\Gamma(\beta_\lambda + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] (1 - x_{k,n,f})) \right) 
\]
The model is,

\[ \lambda_{\tau,f} \sim \mathcal{BE}(\lambda_{\tau,f}; \alpha_\lambda) \]

\[ r_k \sim \prod_{\tau=1}^{T} \pi(k=\tau) \]

\[ x_{k,n,f|r_k, \lambda_{\tau,f}} \sim \prod_{\tau=1}^{T} \mathcal{P}(x_{k,n,f|r_k, \lambda_{1:T,f}})^{[n=r_k]} \]

The exponential forms of the Bernoulli and observation distributions are:

\[ \mathcal{BE}(\lambda_{\tau,f}; \alpha_\lambda) = \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right) \]

\[ \mathcal{P}(x_{k,n,f|r_k, \lambda_{1:T,f}}) = \exp \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,n,f} = i][\lambda_{\tau,f} = j] \log(w_{i,j}) \right) \]

From the model, the conditional joint distribution can be written as,

\[
p(x_{1:K,0:N_k-1,1:F}, \lambda_{1:T,1:F} | r_{1:K}) = \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} p(x_{k,n,f|r_k, \lambda_{1:T,f}}) \prod_{\tau=1}^{T} \prod_{f=1}^{F} p(\lambda_{\tau,f})
\]

\[
= \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \prod_{f=1}^{F} \mathcal{P}(x_{k,n,f|r_k, \lambda_{1:T,f}})^{[n=r_k]} \prod_{\tau=1}^{T} \prod_{f=1}^{F} \mathcal{BE}(\lambda_{\tau,1,f}; \alpha_\lambda)
\]

\[
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \mathcal{BE}(\lambda_{\tau,f}; \alpha_\lambda) \prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \mathcal{P}(x_{k,n,f|r_k, \lambda_{1:T,f}})^{[n=r_k]}
\]

\[
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right)
\]

\[
\prod_{k=1}^{K} \prod_{n=0}^{N_k-1} \exp \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,n,f} = i][\lambda_{\tau,f} = j] \log(w_{i,j}) \right)^{[n=r_k]}
\]
= \exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( \frac{\alpha_{\lambda}}{1 - \alpha_{\lambda}} \right) \lambda_{\tau,f} \right) + \log \left( 1 - \alpha_{\lambda} \right) \\
+ \sum_{k=1}^{K} \sum_{n=0}^{N_{k}-1} \left[ n = \tau - r_{k} \right] \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,n,f} = i][\lambda_{\tau,f} = j] \log (w_{i,j}) \right) \\
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_{\lambda}}{1 - \alpha_{\lambda}} \right) \lambda_{\tau,f} \right) + \log \left( 1 - \alpha_{\lambda} \right) \\
+ \sum_{k=1}^{K} \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,\tau-r_{k},f} = i][\lambda_{\tau,f} = j] \log (w_{i,j}) \right)

Then integrating out the latent variables $\lambda_{1:T;1:F}$ from the conditional joint distribution,

\[ p(x_{1:K,0:N_{k}-1,1:F}|r_{1:K}) = \sum_{\lambda_{1:T;1:F}} p(x_{1:K,0:N_{k}-1,1:F}, \lambda_{1:T;1:F}|r_{1:K}) \]

\[ = \sum_{\lambda_{1:T;1:F}} \prod_{\tau=1}^{T} \prod_{f=1}^{F} \exp \left( \log (\alpha_{\lambda}) \lambda_{\tau,f} + \log \left( 1 - \alpha_{\lambda} \right) (1 - \lambda_{\tau,f}) \right) \\
+ \sum_{k=1}^{K} \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,\tau-r_{k},f} = i][\lambda_{\tau,f} = j] \log (w_{i,j}) \right) \\
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \sum_{\lambda_{\tau,f}=0}^{1} \exp \left( \log (\alpha_{\lambda}) \lambda_{\tau,f} + \log \left( 1 - \alpha_{\lambda} \right) (1 - \lambda_{\tau,f}) \right) \\
+ \sum_{k=1}^{K} \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{k,\tau-r_{k},f} = i][\lambda_{\tau,f} = j] \log (w_{i,j}) \right) \\
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( \exp \left( \log (1 - \alpha_{\lambda}) + \sum_{k=1}^{K} \sum_{i=0}^{1} [x_{k,\tau-r_{k},f} = i] \log (w_{i,0}) \right) \right) \\
+ \exp \left( \log (\alpha_{\lambda}) + \sum_{k=1}^{K} \sum_{i=0}^{1} [x_{k,\tau-r_{k},f} = i] \log (w_{i,1}) \right) \right) \\
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( \exp \left( \log (1 - \alpha_{\lambda}) + \sum_{k=1}^{K} \left( [x_{k,\tau-r_{k},f} = 0] \log (w_{0,0}) + [x_{k,\tau-r_{k},f} = 1] \log (w_{1,0})) \right) \right) \\
+ \exp \left( \log (\alpha_{\lambda}) + \sum_{k=1}^{K} \left( [x_{k,\tau-r_{k},f} = 0] \log (w_{0,1}) + [x_{k,\tau-r_{k},f} = 0] \log (w_{1,1})) \right) \right) \right)
If we choose the \( w_{1,0} = w_1 \) and \( w_{0,1} = w_2 \), then \( w_{0,0} = 1 - w_1 \) and \( w_{0,0} = 1 - w_1 \) the equation becomes,

\[
\prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( \exp \left( \log(1 - \alpha \lambda) + \sum_{k=1}^{K} ([x_{k,\tau-r_k,f} = 0] \log(1 - w_1) + [x_{k,\tau-r_k,f} = 1] \log(w_1)) \right) \\
+ \exp \left( \log(\alpha \lambda) + \sum_{k=1}^{K} ([x_{k,\tau-r_k,f} = 0] \log(w_2) + [x_{k,\tau-r_k,f} = 0] \log(1 - w_2)) \right) \right)
\]

\[
= \prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( (1 - \alpha \lambda)(1 - w_1) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] w \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \\
+ \alpha \lambda w_2 \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] (1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \right)
\]

By further choosing \( w_{1,0} = w_{0,1} = w \),

\[
p(x_{1:K,0:N_{k-1},1:F}|r_{1:K}) = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( (1 - \alpha \lambda)(1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] w \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \\
+ \alpha \lambda w_2 \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] (1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \right)
\]

Then the score function \( \Phi_{M_5}(r_{1:K}) = \log p(x_{1:K,0:N_{k-1},1:F}|r_{1:K}) \) is obtained as,

\[
\Phi_{M_5}(r_{1:K}) = \log \left( \prod_{\tau=1}^{T} \prod_{f=1}^{F} \left( (1 - \alpha \lambda)(1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] w \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \\
+ \alpha \lambda w_2 \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] (1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \right) \right)
\]

\[
= \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( (1 - \alpha \lambda)(1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] w \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \\
+ \alpha \lambda w_2 \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 0] (1 - w) \sum_{k=1}^{K} [x_{k,\tau-r_k,f} = 1] \right) \quad \text{(A.6)}
\]

For the case where there are only two sources, we set \( r_1 = N_2 + 1 \) and the length of the hidden sequence as \( T = N_1 + 2N_2 - 1 \). As the optimum alignment search strategy, the log-likelihood scores are computed for all possible alignments of sequence
2 \ (r_2 = 1, 2, \ldots, N_1 + N_2). With this configuration, the only case where the sequences do not overlap is \( r_2 = 1 \). It is also important to note that the indicator function \([\cdot]\) acts as a kronecker delta function \( \delta[\cdot] \). Therefore the multiplication of indicator function with one of the sequence coefficients can be simplified using sampling property in the following manner:

\[
\sum_{n=0}^{T-N_1+1} [n = \tau - r_1] x_{1,n,f} = \sum_{n=0}^{T-N_1+1} [n = \tau - N_2 - 1] x_{1,n,f} = \begin{cases} x_{1,\tau-N_2-1,f} & \text{if } N_2 + 1 \leq \tau \leq N_1 + N_2; \\ 0 & \text{else.} \end{cases}
\]

\[
\sum_{n=0}^{T-N_1+1} [n = \tau - r_2] x_{2,n,f} = x_{2,\tau-r_2,f} = \begin{cases} x_{2,\tau-r_2,f} & \text{if } r_2 \leq \tau \leq r_2 + N_2 - 1; \\ 0 & \text{else.} \end{cases}
\]

By choosing \( \alpha_\lambda = 0.5, w_{0,0} = w_{1,1} = w \) and \( w_{1,0} = w_{0,1} = 1 - w \), the score function \( \Phi_{M_5}(r) \) can then be simplified as,

\[
\Phi_{M_5}(r_2) = \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( 0.5(1-w)^{([x_{1,\tau-N_2-1,f}=0]+[x_{2,\tau-r_2,f}=0])} w^{([x_{1,\tau-N_2-1,f}=1]+[x_{2,\tau-r_2,f}=1])} \right) + 0.5w^{([x_{1,\tau-N_2-1,f}=0]+[x_{2,\tau-r_2,f}=0])}(1-w)^{([x_{1,\tau-N_2-1,f}=1]+[x_{2,\tau-r_2,f}=1])}
\]

(A.7)

A.6. Conditional Bernoulli Observation Model - Alternative Approach for Pairwise Alignment

In this approach, it is assumed that there are two observed sequences. The model is some parts of the hidden sequence i.e., \( \lambda_{N_2+1:N_1+N_2,1:F} \), and one sequence \( x_{0,N_2-1,1:F} \)
is observed. Then the joint conditional distribution is,

\[ p(x_{0:N_2-1,F}, \lambda_{1:T,1:F} | r) = \exp \left( \sum_{\tau=1}^{T} \sum_{f=1}^{F} \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right) \]

\[ + \sum_{n=0}^{N_2-1} [n = \tau - r] \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{n,f} = i] \lambda_{\tau,f} = j \right) \log(w_{i,j}) \right) \]

\[ = \prod_{\tau=1}^{T} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) + \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{\tau-r,f} = i] \lambda_{\tau,f} = j \right) \log(w_{i,j}) \right) \]

Then integrating out the latent variables that are not observed namely, \( \lambda_{1:N_2+1:F} \) and \( \lambda_{N_1+N_2+1:T,1:F} \) from the conditional joint distribution,

\[ p(x_{0:N_2-1,F} | r_{1:K}) = \sum_{\lambda_{1:N_2+1,F} } \sum_{\lambda_{N_1+N_2+1:T,1:F} } p(x_{1:K,0:N_2-1,F} , \lambda_{1:T,1:F} | r_{1:K}) \]

\[ = \sum_{\lambda_{1:N_2+1,F} } \sum_{\lambda_{N_1+N_2+1:T,1:F} } \prod_{\tau=1}^{T} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right) \]

\[ + \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{\tau-r,f} = i] \lambda_{\tau,f} = j \right) \log(w_{i,j}) \right) \]

\[ = \prod_{\tau=N_1+1}^{N_1+N_2} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right) \]

\[ + \left( \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{\tau-r,f} = i] \lambda_{\tau,f} = j \right) \log(w_{i,j}) \right) \]

\[ \prod_{\tau=1}^{N_2} \prod_{r_{1:K}} \prod_{f=1}^{F} \sum_{\lambda_{\tau,f}=0}^{1} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) \right) \]

\[ + \sum_{i=0}^{1} \sum_{j=0}^{1} [x_{\tau-r,f} = i] \lambda_{\tau,f} = j \right) \log(w_{i,j}) \right) \]
\[
\begin{align*}
&= \prod_{\tau = N_2 + 1}^{N_1 + N_2} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha_\lambda}{1 - \alpha_\lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha_\lambda) + \left( \sum_{i=0}^{1} \sum_{j=0}^{1} \left[ x_{\tau-r,f} = i \right] \left[ \lambda_{\tau,f} = j \right] \log(w_{i,j}) \right) \right) \\
&= \prod_{\tau = N_2 + 1}^{N_1 + N_2} \prod_{f=1}^{F} \left( \exp \left( \log(1 - \alpha_\lambda) + \sum_{i=0}^{1} \left[ x_{\tau-r,f} = i \right] \log(w_{i,0}) \right) + \exp \left( \log(1 - \alpha_\lambda) + \sum_{i=0}^{1} \left[ x_{\tau-r,f} = i \right] \log(w_{i,1}) \right) \right) \\
&= \prod_{\tau = N_2 + 1}^{N_1 + N_2} \prod_{f=1}^{F} \left( \left( 1 - \alpha_\lambda \right) w_{0,0}^{[x_{\tau-r,f}=0]} w_{1,0}^{[x_{\tau-r,f}=1]} + \alpha_\lambda w_{0,1}^{[x_{\tau-r,f}=0]} w_{1,1}^{[x_{\tau-r,f}=1]} \right) \\
&= \prod_{\tau = N_2 + 1}^{N_1 + N_2} \prod_{f=1}^{F} \left( \left( 1 - \alpha_\lambda \right) w_{0,0}^{[x_{\tau-r,f}=0]} w_{1,0}^{[x_{\tau-r,f}=1]} + \alpha_\lambda w_{0,1}^{[x_{\tau-r,f}=0]} w_{1,1}^{[x_{\tau-r,f}=1]} \right)
\end{align*}
\]

If we choose the \( w_{1,0} = w_1 \) and \( w_{0,1} = w_2 \), then \( w_{0,0} = 1 - w_1 \) and \( w_{1,1} = 1 - w_2 \), the equation becomes,
Then the log-likelihood is equal to,

\[
\begin{align*}
&= \prod_{\tau=N_2+1}^{N_1+N_2} \prod_{f=1}^{F} \exp \left( \log \left( \frac{\alpha \lambda}{1 - \alpha \lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha \lambda) \right) \\
&\quad \times \left( 1 - w_1 \right)^{[x_{\tau-r,f}=0][\lambda_{\tau,f}=0]} w_1^{[x_{\tau-r,f}=1][\lambda_{\tau,f}=0]} \\
&\quad \times w_2^{[x_{\tau-r,f}=0][\lambda_{\tau,f}=1]} \left( 1 - w_2 \right)^{[x_{\tau-r,f}=1][\lambda_{\tau,f}=1]} \prod_{\tau=1}^{N_2} \prod_{\tau=N_1+N_2+1}^{T} \prod_{f=1}^{F} \left( (1 - \alpha \lambda)(1 - w_1)^{[x_{\tau-r,f}=0]} w_1^{[x_{\tau-r,f}=1]} + \alpha \lambda w_2^{[x_{\tau-r,f}=0]} (1 - w_2)^{[x_{\tau-r,f}=1]} \right) \\
&= \sum_{\tau=N_2+1}^{N_1+N_2} \sum_{f=1}^{F} \left( \log \left( \frac{\alpha \lambda}{1 - \alpha \lambda} \right) \lambda_{\tau,f} + \log(1 - \alpha \lambda) \\
&\quad \quad \quad + [x_{\tau-r,f}=0][\lambda_{\tau,f}=0] \log(1 - w_1) + [x_{\tau-r,f}=1][\lambda_{\tau,f}=0] \log(w_1) \\
&\quad \quad \quad + [x_{\tau-r,f}=0][\lambda_{\tau,f}=1] \log(w_2) + [x_{\tau-r,f}=1][\lambda_{\tau,f}=1] \log(1 - w_2) \right) \\
&\quad + \sum_{\tau=1}^{N_2} \sum_{\tau=N_1+N_2+1}^{T} \sum_{f=1}^{F} \log \left( (1 - \alpha \lambda)(1 - w_1)^{[x_{\tau-r,f}=0]} w_1^{[x_{\tau-r,f}=1]} \right. \\
&\quad \quad \quad \left. + \alpha \lambda w_2^{[x_{\tau-r,f}=0]} (1 - w_2)^{[x_{\tau-r,f}=1]} \right) \\
\end{align*}
\]

Choosing \( w_1 = w_2 = w \), \( \alpha = 0.5 \) and defining \( S(r, \tau) \) as,
\[ S(r_2, \tau) = \begin{cases} 
1 & \text{if } x \text{ exists at time } \tau; \\
0 & \text{else.}
\end{cases} \]

The log-likelihood becomes,

\[
\begin{align*}
&= \sum_{\tau=N_2+1}^{N_1+N_2} \sum_{f=1}^{F} [x_{\tau-r,f} = 0][\lambda_{\tau,f} = 0] \log(1 - w) + [x_{\tau-r,f} = 1][\lambda_{\tau,f} = 0] \log(w) \\
&\quad + [x_{\tau-r,f} = 0][\lambda_{\tau,f} = 1] \log(w) + [x_{\tau-r,f} = 1][\lambda_{\tau,f} = 1] \log(1 - w) \\
&\quad + \sum_{\tau=1}^{N_2} \sum_{\tau=N_1+N_2+1}^{T} \sum_{f=1}^{F} \log(0.5)\left(0.5(1 - w)^{x_{\tau-r,f}=0}w^{x_{\tau-r,f}=1} + 0.5w^{x_{\tau-r,f}=0}(1 - w)^{x_{\tau-r,f}=1}\right) \\
&\quad + \sum_{\tau=1}^{N_2} \sum_{\tau=N_1+N_2+1}^{T} \sum_{f=1}^{F} \log(0.5)S(r, \tau)
\end{align*}
\]

The resulting score function becomes,

\[
\Phi_{M_{2.1}}(r) = \sum_{\tau=N_2+1}^{N_1+N_2} \sum_{f=1}^{F} \left( ([x_{\tau-r,f} = 0][\lambda_{\tau,f} = 0]) \log(1 - w) \\
\quad + ([x_{\tau-r,f} = 1][\lambda_{\tau,f} = 1]) \log(1 - w) \\
\quad + ([x_{\tau-r,f} = 0][\lambda_{\tau,f} = 1]) \log(w) \\
\quad + ([x_{\tau-r,f} = 1][\lambda_{\tau,f} = 0]) \log(w) \right) \\
\quad + F\log(0.5)\sum_{\tau=1}^{N_2} \sum_{\tau=N_1+N_2+1}^{T} S(r, \tau)
\]

\[\text{(A.8)}\]
A.7. Multinomial Observation Model \((M_6)\)

The model is,

\[
\lambda_{1:Q,\tau,f} \sim \text{Dir}(\lambda_{1:Q,\tau,f}; \alpha_{1:Q})
\]

\[
r_k \sim \prod_{\tau=1}^{T-N_k+1} \pi_{k,\tau}^{[r_k=\tau]}
\]

\[
x_{1:Q,k,n,f|r_k, \lambda_{1:Q,\tau,f}} \sim \prod_{\tau=1}^{T} \mathcal{M}(x_{1:Q,k,n,f}; \lambda_{1:Q,\tau,f})^{[n=\tau-r_k]}
\]

where \(Q\) is the number of quantization levels.

The exponential forms of the dirichlet and multinomial distributions are

\[
\text{Dir}(\lambda_{1:Q,\tau,f}; \alpha_{1:Q}) = \frac{\Gamma\left(\sum_{q=1}^{Q} \alpha_q\right)}{\prod_{q=1}^{Q} \Gamma(\alpha_q)} \prod_{q=1}^{Q} (\lambda_{q,\tau,f})^{\alpha_q-1}
\]

\[
= \exp\left(\sum_{q=1}^{Q} (\alpha_q - 1) \log \lambda_{q,\tau,f} + \log \Gamma\left(\sum_{q=1}^{Q} \alpha_q\right) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q)\right)
\]

\[
\mathcal{M}(x_{1:Q,k,n,f}; 1, \lambda_{1:Q,\tau,f}) = \lambda_{1,\tau,f}^{x_{1,k,n,f}} \lambda_{2,\tau,f}^{x_{2,k,n,f}} \cdots \lambda_{Q,\tau,f}^{x_{Q,k,n,f}}
\]

\[
= \exp\left(x_{1,k,n,f} \log \lambda_{1,\tau,f} + x_{2,k,n,f} \log \lambda_{2,\tau,f} + \right.
\]

\[
+ \left. \cdots + x_{Q,k,n,f} \log \lambda_{Q,\tau,f}\right)
\]

\[
= \exp\left(\sum_{q=1}^{Q} \log \lambda_{q,\tau,f}^{x_{q,f,n,k}}\right)
\]

\[
= \exp\left(\sum_{q=1}^{Q} x_{q,f,n,k} \log \lambda_{q,\tau,f}\right)
\]

Note that the multinomial distribution has the number of trial parameter as 1. Then the \(x_{1:Q,f,n,k}\) is a vector for which only one element of the vector is active and the rest of the elements are equal to zero. As an example, if there are \(Q=3\) levels and the second level is selected, the vector is, \(x_{1:Q,f,n,k} = \{0, 1, 0\}\).
From the model, the conditional joint distribution can be written as,

\[
p(x_{1:Q,1:K;0:N_{k-1}-1,1:F} | \lambda_{1:Q,1:T;1:F}, r_{1:K})
= \prod_{k=1}^{K} \prod_{n=0}^{N_{k-1}-1} \prod_{f=1}^{F} p(x_{1:Q,k,n,f} | r_k, \lambda_{1:Q,1:T,f}) \prod_{\tau=1}^{T} \prod_{f=1}^{F} p(\lambda_{1:Q,\tau,f})
= \prod_{k=1}^{K} \prod_{n=0}^{N_{k-1}-1} \prod_{f=1}^{F} \mathcal{M}(x_{1:Q,k,n,f}; 1, \lambda_{1:Q,\tau,f})^{[n=\tau-r_k]} \prod_{\tau=1}^{T} \prod_{f=1}^{F} \text{Dir}(\lambda_{1:Q,\tau,f}; \alpha_{1:Q})
= \prod_{f=1}^{F} \prod_{\tau=1}^{T} \prod_{k=1}^{K} \prod_{n=0}^{N_{k-1}-1} \exp \left(\sum_{q=1}^{Q} \alpha_q - 1 \log \lambda_{q,\tau,f} + \log \Gamma(\sum_{q=1}^{Q} \alpha_q) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q)\right)
\]

Then integrating out the latent variables \(\lambda_{1:Q,1:T;1:F}\) from the conditional joint distribution,

\[
p(x_{1:Q,1:K;0:N_{k-1}-1,1:F} | r_{1:K}) = \exp \left( T F \left( \log \Gamma(\sum_{q=1}^{Q} \alpha_q) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q) \right) \right)
\]

\[
\int d\lambda_{1:Q,1:T;1:F} \exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{q=1}^{Q} (\alpha_q - 1) + \sum_{k=1}^{K} \sum_{n=0}^{N_{k-1}} [n = \tau - r_k] x_{q,f,n,k} \log \lambda_{q,\tau,f} \right)
\]
\[
\begin{align*}
&= \exp \left( T F \left( \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q \right) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q) \right) \right) \\
&\int d\lambda_{1:T,1:T} \prod_{f=1}^{F} \prod_{\tau=1}^{T} \Dir \left( \lambda_{1:T,\tau,f}; \alpha_{1:T} + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{1:T,\tau,f,n,k} \right) \\
&\exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \left( - \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{q,f,n,k} \right) \right) \\
&\exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{q=1}^{Q} \log \Gamma \left( \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{q,f,n,k} \right) \right) \\
&= \exp \left( T F \left( \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q \right) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q) \right) \right) \\
&\exp \left( - \sum_{f=1}^{F} \sum_{\tau=1}^{T} \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \sum_{q=1}^{Q} x_{q,f,n,k} \right) \right) \\
&\exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{q=1}^{Q} \log \Gamma \left( \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{q,f,n,k} \right) \right) \\
&= \exp \left( T F \left( \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q \right) - \sum_{q=1}^{Q} \log \Gamma(\alpha_q) \right) \right) \\
&\exp \left( - T \sum_{\tau=1}^{T} \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \right) \right) \\
&\exp \left( \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{q=1}^{Q} \log \Gamma \left( \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{q,f,n,k} \right) \right)
\end{align*}
\]
Then the score function $\Phi_{M_6}(r_{1:K}) = \log p(x_{1:Q,1:K,0:N_{k-1}:1:F} | r_{1:K})$ is obtained as,

$$
\Phi_{M_6}(r_{1:K}) = TF \left( \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q \right) - \sum_{q=1}^{Q} \log \Gamma (\alpha_q) \right)
- F \sum_{\tau=1}^{T} \log \Gamma \left( \sum_{q=1}^{Q} \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] \right)
+ \sum_{f=1}^{F} \sum_{\tau=1}^{T} \sum_{q=1}^{Q} \log \Gamma \left( \alpha_q + \sum_{k=1}^{K} \sum_{n=0}^{N_k-1} [n = \tau - r_k] x_{q,f,n,k} \right) \quad (A.9)
$$
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